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Overview

® \We present a stronger baseline for fine-grained SBIR that addresses two critical issues facing the community —
(i) inadequate latent space feature separation and (ii) insufficient availability of paired sketches.

e Specifically, we propose:
o An intra-modal triplet objective in each modality that explicitly enforces instance separation
o A novel paradigm to leverage unlabeled data in FG-SBIR by distilling knowledge from unlabelled photos

o A modified PVT encoder with a learnable distillation token that caters to the end-to-end learning approach.
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® Our work overshoots prior state-of-the-arts by =11% and also yields satisfactory results on generalising to new classes,
establishing itself as a stronger baseline for future fine-grained SBIR works.



Sketch-based Image Retrieval — Category-level to Fine-grained




Motivation

Issues with existing fine-grained SBIR literature:

» the gold standard triplet loss does not enforce holistic latent space geometry

* Insufficient availability of paired sketches for SBIR training
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How we achieve:

* We address the first issue by employing an intra-modal triplet objective in both modalities, which brings matched
sketches closer as well as pushes different sketch/photo instances farther apart

* For the second issue, we adopt knowledge distillation — we train a model on unlabelled photos only via an intra-modal
triplet loss, then distill its instance-wise discriminative knowledge to an FG-S5BIR model.



Pilot Study

* Training stability

O

Baseline FG-SBIR shows notorious
instability during training

For this, we introduce EMA in our
learning paradigm which imparts a
stabilising effect (see adjacent figure)

* Training dataset size

O

Our stronger baseline effectively
utilises unlabeled photos and
matches performance of existing
baseline using half the training data
(fig. bottom left)

* Unseen classes (cross-category)

©)

Performance drop of our model on
unseen classes is less compared to
baseline, showing greater
generalisability across categories
(fig. bottom right)
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Framework — Stronger FG-SBIR baseline model A

| T Next|Block
o backbone Reshape
©  PVT encoder ensures global receptive fields g A

° losses A
o Cross-modal: Transformer Layer

— Traditional sketch-photo triplet loss T
Distillation
P-E-®->@ Token
* ]
) (

£ = max{0,ment + (fs. fy) — 6(fs, f))
) +ae s D O

© Intra-modal:
— Separates visually similar sketch/photo instances

Lot? = max{0,mBy + 6(fp, fot) = 6(fs f)}
Lri = max{0,mfy + 8(fs, fs+) — 6(fss fs- )}

C

Linear + Norm + Reshape

Modified PVT Block

O
T >
©
. —
o  EMA enhances training stability :Cg
©
; ] . Equal =
Oema = BOppa + (1 — B)0 . Patches &
cM IM M, |
Lorrn = Ly~ + M Ly;" + ALy Input  From last block



Framework — KD for unlabeled photos

e Knowledge distillation paradigm

e Knowledge transfer from a photo
instance discriminator teacher to
a FG-SBIR student model for
cross-modal retrieval.

e PVT backbone: Learnable
distillation token for knowledge
transfer from teacher to student

e Teacher pre-training: Intra-modal
photo loss (unlabelled photos)

e Student FG-SBIR training: Nearest
neighbour pairwise distance
based distillation
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Experiments

e Datasets used:
« QMUL-Chair-V2!* - 2000 (400) sketch (photo) pairs
e QMUL-Shoe-V2!1- 6730 (2000) sketch (photo) pairs
* Sketchy (Extended)!? - 73K sketches across 125 categories.
e UT-Zappos50K3! - 50K unlabeled photos

* Competitors:
* SOTA fine-grained SBIR methods — Triplet-SN?, HOLEF-SN! Jigsaw-SN'®! OnTheFly®, stylemeup!”!
* SOTA methods augmented with our intra-modal triplet objectives (SOTA++)
* Architectural variants (CNN and ViT alternatives)
* Alternative baselines using unlabeled data for training

* Evaluation protocol and metric:
* Acc.@q i.e. percentage of sketches having true matched photo in the top-q list
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Chair-V2 (%) Shoe-V2 (%)

1 1 . Methods
Quantitative Results: el "l Tl Tl
Triplet—SN[l[]z] 4745 8432 2871 71.56
. . . HOLEF-SN 50.41 86.31 31.24  74.61
e Table on right shows results obtained on the ChairV2 and < Jigsaw-SNI3] 5341 8756 3351  76.86
ShoeV?2 datasets. O OnTheFlyl4] 54.54 88.61 34.10 78.82
_ StyleMeUp[51[6] 59.86 89.64 3647  81.83
. : 1-sup- b .81 A2 21
e Table below shows comparative results on Sketchy database. Settii-sup-SN c20  HOs " £
: Triplet-SN-ours 5348 87.91 33.78  76.84
+ HOLEF-SN-ours 55.23  88.61 35.41 78.85
Methods Sketchy (%) Methods Sketchy (%) % Jigsaw-SN-ours 5851 8878 37.64 79.78
Top-1 Top-5 Top-1 Top-5 8 OnTheFly-ours 59.18 89.35 38.62  81.97
- 1o QN[1] R - »n  StyleMeUp-ours 65.85 90.84 4042  82.94
ERL Bl ieT o NS e e E Semi-sup-SN-ours  66.86  91.12 4435  86.83
Jigsaw-SNI3] 16.74 36.37 B-ViT 7.63 11.23 S ! ]
OnTheFlyl4l 0476 0781 B-SWIN 3214 57.68 g PR e i ot o o
StyleMeUpl5] 19.62 39.72 B-CoAtNet 33.63 59.31 " *g B-InceptionV3 5541 8821 3424 7856
Triplet-SN-ours 19.48 37.91 B-Edge-Pretrain 34.98 61.32 £ 5 B-VGG-16 5823 88.78 35.85 80.92
HOLEF-SN-ours 20.23 38.61 B-Edge2Sketch 35.81 61.74 g ~ B-VGG-19 6146 89.16 37.28  81.01
ggsagv-SlN-ours (2)1-4213 %g-?g B-Regress %?(3)3 g%-gé “ 2 B-ViT 3871 72.65 1628  53.42
nTheFly-ours — 07. 14 B-RKD : : £ B-DelT 5625 87.72 3562  79.05
Ours-Strong 34.72 65.10 Ours-Full 38.54 71.52 m  B-CvT 6842 9121 4158  83.14
B-CoAtNet 69.68 91.78 42.63  83.20
Ours-Strong 71.22 9218 44.18 84.68
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Ablative Studies:

Ablation study of loss function on the QMUL-ShoeV2 dataset.

Type LM M EMA LRV £RE L3E Top-1 (%)

I v - - v v ooV 43.28
II v oV - v v ooV 45.39
[ v ooV v v - - 46.50
[V v Y v v v - 47.21

|Ours-Full v vV v v v v 48.35 |

Cross-category generalisation on Sketchy database.

Sketchy (%) Methods Sketchy (%)
Top-1 Top-5 Top-1 Top-5
Jigsaw-SN 23.16 44.63 B-Edge-Pretrain 24.81 46.24

Adaptive-SN?! 3271 53.42 B-Edge2Sketch 25.74 48.36
CC-GenB! 22.73 42.32|Our-gs-Fu_ll 30.24 51.65]
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