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Diverse Application



High Correlation among Diverse Human-Centric Tasks

Person Reid, Pedestrian Detection, Attribute: Global Information

Human Parsing, Pose: Local Information
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• Diversity of  annotations: 6 human-centric 
tasks

• Diversity of  images: scene images, cropped 
images, indoor images, outdoor images

• Open source: Based on 44 publicly 
available datasets

• Comprehensiveness of  3 evaluation 
protocols

Pretraining datasets: 11,120,884 images from 37 datasets.
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HumanBench: Largest Human-centric Datasets in Academy

Evaluation Protocols: 3 protocols.

Full Finetuning: Finetune all parameters 
using all in the downstream tasks.

Partial Finetuning: Finetune parameters in 
the last two layers using all in the 
downstream tasks.

Head Finetuning: Similar to linear 
evaluation, only parameters in the task head 
are finetuned.
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• In-dataset evaluations: pretraining 
subset in the pretraining datasets.

• Out-of-dataset evaluations: 
pretraining subsets are NOT in the 
pretraining dataset, but tasks are 
pretrained.

• Unseen tasks: tasks are NOT in the 
pretraining datasets.
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HumanBench: Largest Human-centric Datasets in Academy

• Effective than ImageNet and CLIP
• MAE>CLIP: Visual-Language datasets are NOT 

helpful.
• Ours>MAE: HumanBench are better than 

ImageNet

• Push the limits of  states-of-the-art 
methods on human-centric tasks 
• Better results than States-of-the-art methods 

on 17 datasets.
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Thank you!

Code


