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Introduction
▪ Local feature matching serves as a fundamental task in many 3D vision tasks
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SLAM

Structure from Motion (SfM)

Visual Localization
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▪ Local consistency is ignored in Transformer-based methods:
▫ For two similar adjacent pixels in reference image (red and green), the corresponding attention 

maps with source image:

◦ are quite different (see Vanilla Attention)

◦ include too many irrelevant areas (see Linear Attention)

▫ Leading to inconsistent matching results between similar adjacent pixels
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Motivation



▪ Scale variation is not properly handled in existing coarse-to-fine methods:
▫ Existing coarse-to-fine manner: refine coarse matching result in fixed-size fine stage windows

▫ When scale variation is large, correct matching pixel may be out of fine stage window

▫ Coarse matching: (𝑥!, 𝑥"), correct matching: (𝑥!, %𝑥") , fixed window size: 𝑠!
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▪ A unified coarse-to-fine architecture named Adaptive Spot-Guided Transformer 
(ASTR) taking local consistency and scale variation into consideration
▫ Spot-Guided Attention: maintain local consistency

▫ Adaptive Scaling: handle large scale variation
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Novelty



9

Novelty -- Spot-Guided Attention 
▪ For each pixel 𝑃 in reference image:

▫ 𝑁 𝑃 : adjacent area of 𝑃

▫ Similarity score: similarity between 𝑃 and 𝑁(𝑃)

▫ Confidence score: matching confidence of 𝑁(𝑃)

▫ Selection score = Similarity score × Confidence score

▫ Spot area: adjacent area of correspondence pixel of 
𝑃 ⋃ topk(𝑁 𝑃 )

▪ Do attention between 𝑃 and spot area

▪ Adjacent and similar pixel share similar spot area

▪ Filter irrelevant area
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Novelty -- Adaptive Scaling
▪ Coarse matching (𝑥! , 𝑥") is obtained in coarse stage

▪ Correct matching (𝑥! , %𝑥") , if window size 𝑠! is fixed, %𝑥"
may be out of window

▪ Use coarse matching (𝑥! , 𝑥") and RANSAC algorithm 
to calculate relative depth ⁄𝑑! 𝑑", and scale the 
windows:

𝑠"
𝑠#
=
𝑑#
𝑑"
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Evaluation
▪ Homography Estimation (HPatches)

▪ Relative Pose Estimation (MegaDepth & ScanNet)

▪ Visual Localization (InLoc & Aachen)

MegaDepth ScanNet ( * train on MegaDepth )

InLoc

Aachen
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Evaluation
▪ Ablation study on MegaDepth

Proposed Module Different Adjacent Area Size 𝑙 and top-𝑘
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Visualization
Fine Stage Window Scaling and Depth Estimation

Qualitative Comparison

Attention Heatmap
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Conclusion
▪ A novel Adaptive Spot-Guided Transformer (ASTR) for local feature matching

▪ Two novel module:
▫ Spot-Guided Attention: maintain local consistency, filter irrelevant attention areas

▫ Adaptive Scaling: scale fine stage window to handle large scale variation

▪ SOTA performance in extensive experimental
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