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Examples of the 

proposed dataset:

Comparison with 

other datasets:
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(observed) (unobserved)

Structure of the forward/backward network



Background
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0.1 0.2 0.9 0.1Anomaly Probability: Time

Training set: only contains normal events

Testing set: contain both normal and abnormal events

Video:

(From the ShanghaiTech dataset)



Motivation
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Training 

examples:

Testing 

examples:

UCSD Ped2 CUHK Avenue ShanghaiTech IITB Corridor
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Our Proposed Dataset
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The distributions of training and testing videos (a) and
abnormal testing videos (b).

Several samples from the proposed NWPU Campus dataset. 

Frame count and duration of the NWPU Campus dataset.

The list of anomaly classes. “s.d.” stands for the scene-dependent anomaly. 



Our Proposed Dataset
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NWPU Campus: 

• the largest dataset for video anomaly detection with the longest duration, the largest number 

of classes of anomalies and scenes

• the only one containing scene-dependent anomalies

• the first one proposed for semi-supervised video anomaly anticipation

Comparison with the existing semi-supervised VAD datasets.

* represents the animated dataset



Problem Formulation
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anomaly score:

anticipation time is 4

• No need to distinguish the exact boundary between normality and anomaly
• Be robust to potential boundary ambiguity

To anticipate whether an anomaly will occur in a future period of time.



Method

8

(observed) (unobserved)

Structure of the forward/backward network

Forward loss:

Backward loss:

CVAE loss:

Training: Inference:

Anomaly Detection:

Anomaly Anticipation:



Experiments
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• Our method achieves leading performance

• Our dataset is more challenging



Experiments
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Scene-conditioned VAE:  +2.4% and +12.3% The score gap is much higher than other methods.

Score gaps of different methods (the higher, the better).Results on scene-dependent anomalous datasets. 



Experiments
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Results for video anomaly anticipation with different anticipation times.

Forward-backward prediction is helpful for anomaly anticipation.



Conclusion
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• We propose a large-scale and challenging dataset NWPU Campus for semi-supervised 
video anomaly detection and anticipation.

• We propose a forward-backward scene-conditioned model for VAD and VAA as well as 
handling scene-dependent anomalies.

• The proposed model achieves leading performance on VAD. It can also cope with scene-
dependent anomalies and anomaly anticipation.

Project Page: https://campusvad.github.io/
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