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Unsupervised Out-of-Distribution Object Detection (OOD-OD)

 Unsupervised Out-of-Distribution Object Detection (OOD-OD) aims to detect the objects never-seen-before during training 
without accessing any auxiliary data

ID Data

OOD Data
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Unsupervised Out-of-Distribution Object Detection (OOD-OD)

 For unsupervised OOD-OD, since there is no auxiliary data available for supervision, leveraging the known in-distribution
(ID) data to enhance the detector’s discrimination ability becomes the critical challenge

ID Data

OOD Data
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Structure-Enhanced Recurrent Variational AutoEncoder (SR-VAE)

 We consider improving the performance of OOD object detection from two perspectives:

◆ One is to strengthen the discrimination ability of the object classifier for known ID objects, which is conducive to
reduce the risk of misclassifying the ID objects into the OOD category

◆ Another is to synthesize the virtual OOD features that significantly deviate from the distribution of the ID features,
which is instrumental in boosting the performance of distinguishing OOD objects from ID objects
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Structure-Enhanced Recurrent Variational AutoEncoder (SR-VAE)

 To attain these two goals, we explore exploiting Variational AutoEncoder (VAE) to separately generate the augmented ID
features and virtual OOD features

 A method of SR-VAE is proposed, mainly consisting of two dedicated recurrent VAE branches
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Structure Enhancement via LoG Operator

 In general, object detection involves two subtasks: object localization and classification. To this end, it is important to
enhance object-related information

 We explore using the LoG operation on the extracted low-level features to strengthen the structure-relevant information
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Recurrent VAE for Improving Discrimination

 To reduce the risk of misclassifying ID objects into the OOD category, we design a VAE module to recurrently generate
diverse augmented features of the classification features, enhancing the discrimination ability
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Synthesizing Virtual OOD Features

 To reduce the impact of lacking OOD data, we propose a cycle-consistent conditional VAE to synthesize virtual OOD features
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Experiments
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Experiments
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Thanks for Your Listening!
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