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Summary

• We present that various layout generation subtasks can be comprehensively unified with a single 

diffusion model.

• We propose the Layout Diffusion Generative Model (LDGM), which allows parallel decoupled 

diffusion processes for different attributes and a joint denoising process for generation with 

sufficient global message passing and context exploitation. It conforms to the characteristics of 

layouts and achieves high generation qualities.

• Extensive qualitative and quantitative experiment results demonstrate that our proposed scheme

outperforms existing layout generation models in terms of the functionality and performance on

different benchmark datasets.



Background

Manual Layout Designs:

• Time-consuming

• Requiring expertise in design

AI-based Layout Generation:

• Diverse demands (versatility)

• Aesthetics & practicality



Generic Settings

U-Gen: unconditional generation

Gen-T: conditioned on types

Gen-TS: conditioned on types & sizes

Gen-TR: conditioned on types & relations

Refinement: update coarse attributes

Completion: generate missing attributes

P: Precise (attributes)

M: Missing (attributes)

C: Coarse (attributes)



Method

▪ Unif ication with Diffusion Modell ing

➢ Layout formulation:

The process from a completed layout to fully corruption. → A diffusion process.

➢ Framework: 



Method

❑Decoupled Diffusion (Training)

• For category c , we adopt noises of a uniform 

distribution for its diffusion.

• For position (x, y) and size (w, h), we adopt 

discretized Gaussian noises for their diffusion.

Different attributes have their own semantics.

Core idea: “Decouple First Diffusion Then”.



Method

❑A Joint Denoising Process (Generation Inference)

Handling different attributes of Precise/Missing/Coarse 

statuses all in one.

• Top-𝒌Keep() refers to an operation of preserving the 

predicted results of missing attributes with top-k high 

confidences and re-mark the remaining ones as 

absorbing status until all missing attributes are predicted.

• GetMiss() refers to an operation of splitting the 

missing attributes from the entire attribute set.



Comparison with SOTAs

Generation tasks 

supported by 

previous tasks.

More generic  

generation tasks

supported by ours.



Ablation Studies

➢ Effectiveness of our proposed decoupled corruption strategy:

➢ Effectiveness of our proposed inference strategy:



Visualization



Visualization



Thank You!
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