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Hightlights
• Existing transformer-based offline Mono3D models adopt grid-based 

vision tokens, which are suboptimal when using coarse tokens due to the 
limited available computational power.

• MonoATT leverages a novel transformer with heterogeneous tokens of 
varying sizes and shapes to boost mobile Mono3D.



Background

• Monocular 3D object detection (Mono3D) in mobile settings (e.g., on 
a vehicle, a drone, or a robot) is an important yet challenging task.

• Requirments:
• Wide-area perception.

• Low response time.



Background

• CenterNet based methods: conceptually straightforward, low 
computational overhead, insufficient to understand the scene-level 
geometric cues.

• Transformer based methods: long-range attention, SOTA performance, 
grid-based token generation.



Background

• Using grid-based tokens is sub-optimal for Mono3D applications such 
as autonomous driving because of the following two reasons: 

• 1) Far objects have smaller size and less image information, which makes 
them hard to detect with coarse grid-based tokens; 

• 2) Using fine grid-based tokens is prohibitive due to the limited computational 
power and the stringent latency requirement.



Key Insight

• Observation: not all image pixels of an object have equivalent 
significance with respect to Mono3D.  

• Depth knowledge: distant objects should be paid more attention to.
• Semantic Knowledge: features of targets are more valuable than those of 

backgrounds, and outline features are more crucial than inner features.
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Core Idea

• Core idea of MonoATT: 
• 1) Automatically assign fine tokens to pixels of more significance before 

utilizing a transformer to enhance Mono3D detection. 

• 2) Dynamically cluster and aggregate image patches with similar features into 
heterogeneous tokens in multiple stages.



Overview

• Goals: 1) superior image features are obtained from coarse to fine to 
increase Mono3D accuracy for both near and far objects; 2) irrelevant 
information (e.g., background) is cut to reduce the number of tokens 
to improve the timeliness of the vision transformer.



Overview

• Cluster Center Estimation (CCE). CCE leverages a scoring network to 
pick out the most crucial coordinate point locations from monocular 
images that are worthy of being used as cluster centers based on the 
ranking of scores and quantitative requirements in each stage.



Overview

• Adaptive Token Transformer (ATT). Starting from the initial fine grid-
based tokens obtained by slicing the feature map and the selected 
cluster centers, ATT groups tokens into clusters and merges all tokens 
within each cluster into one single token in each stage.



Overview

• After that, a transformer network is utilized to establish a long-range 
attention relationship between adaptive tokens to enhance image 
features for Mono3D. The ATT process is composed of N stages.



Overview

• Multi-stage Feature Reconstruction (MFR). MFR restores and 
aggregates all N stages of irregularly shaped and differently sized 
tokens into an enhanced feature map.



Overview

• Monocular 3D Detection (M3D). MoGDE employs GUPNet, a SOTA 
CenterNet based monocular 3D object detector as its underlying 
detection core.



Experiments

• For the official test set of KITTI 3D benchmark, we achieve the highest 
score for all kinds of samples.



Experiments

• Compared with the baseline, the predictions from MonoATT are 
much closer to the ground truth, especially for distinct objects. 
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