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Motivation

Current works focus on close-set visual concepts,

where all the subcategories are pre-defined, and make

it hard to capture discriminative knowledge from

unknown subcategories, consequently failing to handle

unknown subcategories in open-world scenarios.
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Conclusion

• A prompting vision-language evaluator, i.e., PLEor, is proposed. It can distill the 
knowledge with open-world visual concepts from CLIP model to alleviate the problems 
behind open-set scenarios. To our best knowledge, we are the first to regard CLIP model 
as an evaluator specifically for OSFR task. 

• PLEor provides timely insights into the adaptation of pre-trained CLIP model adopting 
prompt learning, and crucially, demonstrates the effectiveness of a simple modification for 
inputs of CLIP model in OSFR.

• PLEor achieves new state-of-the-art results compared with classification-based and 
metric-based evaluators, which is significant gains of 8.0% average retrieval accuracy on 
three widely-used OSFR datasets.
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