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Overview of Our Work

❖ We propose a robust 2D-3D cross-modal retrieval framework (RONO) to 
robustly learn the common discriminative and modality-invariant 
representations from noisy labels.

❖ To mitigate the impact of noisy labels, a novel Robust Discriminative 
Center Learning mechanism (RDCL) is proposed.

❖ To construct discriminative and modality-invariant representations, a 
Shared Space Consistency Learning mechanism (SSCL) is proposed.

❖ We theoretically and experimentally demonstrate the robustness of our 
RONO under both synthetic symmetric/asymmetric and real-world noisy 
labels.
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Background

❖ Point-cloud retrieval (PCR) is fundamental and crucial for processing and analyzing 3D data, which 
could provide the direct technical support of the 3D data search engine.

❖ PCR is often accompanied by retrieving across diverse modalities, termed 2D-3D cross-modal retrieval.



Background

❖ Labeling is time-consuming and labor-intensive.

❖ 3D point cloud is sophisticated.

❖ Disorientation of 3D objects with multiple views.
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Framework:



Robust Discriminative Center Learning (RDCL)

❖ Vanilla Robust Discriminative Center Loss 
Enforcing the samples with the same category compact to the shared clustering centers, while escaping from other centering centers.

❖ Robust Discriminative Center Loss

The density vs. the similarity between common representations and noisy centers / clean centers

Exploiting the memory effect of neural networks, we enforce the clean samples with the same category compact to the centers, while 
escaping from other centering centers and enforce the noisy samples escaping from noisy centers.

The density vs. the similarity between common representations and noisy centers / clean centers
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Shared Space Consistency Learning (SSCL)
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We adopt a Multimodal Gap loss to maximize the 
mutual information between different modalities from 
the instance-based perspective.

❖ Multimodal Gap loss ℒ�� ❖ Common Representations Classification loss ℒ���

We propose a Common Representations Classification loss 
(CRC) to narrow the gap between the common space and 
label space.



Optimization

Robust Discriminative 
Center Learning (RDCL)
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Final loss:

where ���and ���� are the trade-off parameters. By minimizing 
the joint loss function, our RONO can be iteratively optimized 
in a batch-by-batch manner as the right algorithm.



Experiment Results

Performance comparison in terms of mAP under the symmetric noise rates of 0.2, 0.4, 0.6, and 0.8 on the 3D MNIST and 
RGB-D object datasets. The highest mAPs are shown in bold and the second highest mAPs are underlined.



Ablation Study

Ablation studies for RONO on the 3D MNIST and ModelNet40 datasets with 0.4 symmetric noise. ✓ stands for use.



Visualization Experiments

Top-5 retrieved results of CLF and our RONO under 0.4 label noise on the tri-modal ModelNet40 dataset. 



Visualization Experiments

The representation visualization on the testing set of ModelNet40 by using t-SNE method. CLF and our RONO are 
trained under 0.4 symmetric label noise. Samples from the same category are rendered with the same color, and ones 
from the same modality are rendered with the same marker.
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Thanks for watching!


