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-
Background

sports car

Deep models are often vulnerable to small adversarial
perturbations that are unlikely to fool humans.
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Background
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(e.g. PGD [Madry et al. (2017)], Epochs
TRADES [Zhang et al. (2019)] and
etc.)



Contributions

Our goal is to improve robust generalization. We

Trace-of-Hessian

characterize Robust =~ PAC-Bayesian _ direct | (TrH)
Test Loss Upper-bound minimization o
Regularization
h Regularizing TrH empirically Decreased TrH of
snow of the top layer > internal layers

(for efficiency reason)

Improved CIFAR-10 CIFAR-100 ImageNet
report empirical
robust accuracy a match to +2% +2.7%

on the best baseline




-
PAC-Bayesian Bound

. P = 2 6 ~ Q,and Q is product of univariate
Assumptlon 0 ~P=N(01lo) Gaussians NV (y,X)

A Priordistribution of Network weights Posteriordistribution of Network weights
Applying PAC- With a probability 1 — t, the following holds true:
Bayesian Bound ~ 1
to Test Robust IE9~QR(0) = ]E9~QR(9) + = KL(Q' |SD) + C(T; ,8» m)
Loss test robust loss train robust loss Quantity

independent of Q




Direct Minimization of PAC-Bayesian Bound

PAC-Bayesian If P = N(0,02), and Q is also a product of univariate Gaussian distributions, then
Bound for Test . 1
Robust Loss IE9~QR(H) = ]E9~QR(9) + - KL(Q' |SD) + C(T; ,3» m)
test robust loss train robust loss Quantity
independent of Q

By solving the minimization w.r.t Q
(i.e. w.r.t. g and )

inn Eg-oR(6) < inn {IE9~Q§(9) + %KL(QH?)} +C(z,B,m)
Jlul|®

= minfRGw + Wl + BTe (V2R +C(x.p,m) + 0o

Minimized Bound
(Theorem 3)




Effects of Trace-of-Hessian (TrH) Regularization

.. Inductive Impacts
Flat Minimum from top to the bottom

.\/J M ‘ —— Standard
[ ‘ Top
=1 ' — Full

Trace of the Hessian (TrH)
for the Entire Network
n

Trace of Hessian (TrH) is the sum of

curvatures (under assumption of convexity Regularizing TrH Decreased TrH for
of the loss in all directions. for top layer only internal layers

(greater details in Theorem 4 and Example 1)



ReS u lts (see the full table in paper)

AutoAttack Accuracy(AA): percentage of test data that is both accurate and robust evaluated with AutoAttack?.

CIFAR-100 (£, € = 36/255 ) ImageNet (£, € = 4/255)
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All models are vision transformers pre-trained on ImageNet-21K.
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