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Code is available at https://github.com/Hzzone/TCL
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Background

• The label noise is produced during labeling process.



Background

• Training with mislabeled examples would lead to WRONG decision 
Boundary

Pictures from Selective-Supervised Contrastive Learning with Noisy Labels (CVPR 2022)



Background

• Previous work usually select the clean samples with small loss trick.


• Small loss trick: the neural network tend to fit the clean samples which 
has small losses.

Pictures from Unsupervised Label Noise Modeling and Loss Correction (NIPS 2019) and 
DivideMix: Learning with Noisy Labels as Semi-supervised Learning (ICLR 2020)



Background

Cleaning datasets with nearest neighbors

Learning from Noisy Data with Robust Representation Learning (ICCV 2021)

Construct confident positive pairs for supervised contrastive learning

Selective-Supervised Contrastive Learning with Noisy Labels (CVPR 2022)

Contrastive Learning enables Noisy Label Learning by the Unsupervised Noise-Robust Representations


They cannot handle extremely noisy scenario when Nearest Neighbors are All mislabeled!



The Proposed TCL

The proposed TCL 

(1) leverages contrastive learning for learning robust representations,  

(2) models the data distribution via a GMM, and 

(3) detects the examples with wrong labels as out-of-distribution examples.



The Proposed TCL

How to model the data distribution:

Given the representation  and discrete latent variables 

, the unsupervised GMM can be defined as





v = f(x)
z ∈ {1,2,…, K}



The Proposed TCL

Out-Of-Distribution Label Noise Detection


The posterior probability can be defined as:







Then, we can introduce the noisy label  and define the following conditional 
probability to measure the probability of one sample with clean label:


y



The Proposed TCL

Out-Of-Distribution Label Noise Detection


Another two-component GMM is employed to automatically classify the 
clean/wrong labels:




where  is the new introduced latent variable:  indicates the cluster of 
clean labels with higher mean value and vice versus .

c c = 1
c = 0



The Proposed TCL

Cross-supervision with Entropy Regularization


The true targets are the convex combination of its noisy labels and the 
predictions from the model itself:




where  = ,  the noisy one-hot label.  are the 
predictions.



The Proposed TCL

Cross-supervision with Entropy Regularization


The loss can be defined as:







where  is the entropy of predictions to avoid the predictions collapsing 
into a single class and encourage the model to have high confidence for 
predictions.



The Proposed TCL

Learning Robust Representations


The contrastive loss and mixup augmentation are employed to learn robust representations.

Contrastive loss:




Mixup augmentation:







Experiments & Results

Results on CIFAR



Experiments & Results

Results on Real-world Datasets



Experiments & Results

Ablation Study



Experiments & Results

Visualization
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