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(1) Motivation
➢ Sequential videos

Texts
• take up the jar

• uncover the jar cap

• pour the jar

• cover the jar with the jar cap

• put down the jar

[1] The examples are from CSV dataset. “SVIP: Sequence VerIfication for Procedures in Videos". In CVPR 2022

Texts
• take up the jar

• uncover the jar cap

• put down the jar cap

• pour the jar

• put down the jar



(1) Motivation

➢ Sequential Video

uncover the jar cap, cover the jar with the jar cap,pour the jar,take up the jar, ]Texts : put down the jar[

 No time-stamp annotation

 Step annotations 

 Multiple sequential actions 

 Similar ordering of actions 

uncover the jar cap, put down the jarpour the jar,take up the jar, ]Texts : put down the jar cap,[

[1] The examples are from CSV dataset. “SVIP: Sequence VerIfication for Procedures in Videos". In CVPR 2022



(2) Previous Works

[1] Yicheng Qian et at., " SVIP: Sequence VerIfication for Procedures in Videos." In CVPR, 2022.

Figure 2. Positive video pair (Yicheng Qian et at.)

➢ Sequence verification for procedures in videos

Figure 3. Negative video pair (Yicheng Qian et at.)

✓ Measure video representation

✓ Focus on every procedure

◆ Slightly different step

◆ Rely on additional class information

◆ Under supervision



(2) Previous Works

[2] Han Tenda  et al., "Temporal alignment networks for long-term video." In CVPR, 2022.

(1) Visual-textual mis-alignment (Han Tenda  et al., CVPR 2022 Oral)[2]

(2) Video-paragraph pair (Yuchong Sun et al., NeurIPS 2022)[3]

[3] Yuchong Sun et al., "Long-Form Video-Language Pre-Training with Multimodal Temporal Contrastive Learning". In NeurIPS 2022

➢ Visual-textual mis-alignment

 Noisy time-step annotations

 Ignore missing fine-grained alignment

➢ Video-paragraph pair 

 Segmented time-step annotations

 Not fine-grained enough



(3) Method
✓ Propose a contrastive learning framework 

✓ Design multiple granularity contrastive loss

Figure 5. Overview of our framework. 



(3) Method

Figure 5. Overview of our framework. 
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(3) Method

➢ Coarse-grained Loss
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(3) Method

➢ Fine-grained loss
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(a) Splitting

➢ Coarse-grained loss



(3) Method

Pseudo-labels

(b) Maximum-index Sorting

Prediction

(a) The output of Gumbel-Softmax (c) Viterbi Algorithm

➢ Fine-grained contrastive loss
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➢ Evaluation matrices

(4) Experiments

➢ Video sequence verification



(4) Experiments

➢ Video sequence verification



(4) Experiments

➢ Text-to-video matching ➢ Video classification



(5) Ablation Studies
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