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Separating a superimposed image into constituent underlying images in a blind setting, that is, 

both the source components involved in mixing as well as the mixing mechanism are unknown.

ECCV22 – Blind Image Decomposition

Blind Image Decomposition (BID)



Motivation

l Existing methods typically require massive data supervision, 

making them infeasible to real-world scenarios.

l The conventional paradigm usually focuses on mining the 

abnormal pattern of a superimposed image to separate the 

noise, which de facto conflicts with the primary image 

restoration task.

l Pretraining model on ImageNet can efficiently adapt to the 

high-level representative vision benchmarks such as 

recognition and detection, yet the pretraining on MAE in 

low-level vision tasks is still under-explored. 



Contribution

l We introduce a new self-supervised learning paradigm, called Context-aware Pretraining 

with two pretext tasks: mixed image separation and masked image reconstruction. 

l To facilitate the feature learning, we also propose a Context-aware Pretrained Network 

(CPNet), which is benefited from the proposed information fusion module and multi-head 

prediction module for texture-guided appearance flow and conditional attribute label.



Overview



Context-aware Pretraining



Efficient Fine-tuning
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Visualization



Conclusion

l In this paper, we propose a new context-aware pretraining paradigm (CP) for the BID task.

Different from previous methods, we shed light on the possibilities of self-supervised 

pretraining to remove multiple general noises in one go.

l During pretraining, the CPNet model is designed with two entangled encoders serving 

different image processing tasks, i.e., mixed image separation and masked image 

reconstruction, for joint context-aware learning.

l Experiments on seven representative restoration tasks and three BID tasks demonstrate that 

CPNet consistently facilitates state-of-the-art performance in terms of both image 

restoration quality and efficiency. 
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