JUNE 18-22, 2023

Three Guidelines You Should Know for
Universally Slimmable Self-Supervised Learning

Yun-Hao Cao?, Peigin Sun?, Shuchang Zhou?

! Nanjing University

2MEGVII Technology

Poster Session: WED-PM-323

Presented by Yun-Hao Cao
2023.04.26



| 1-Minute Introduction

* Motivation: We aim to train universally slimmable self-supervised networks that can run at
arbitrary width to facilitate downstream deployment.

» Challenge: The self-supervised scenario is quite different and directly replacing the supervised
loss with self-supervised loss does not work.

Accuracy (%
Type Method 1.0x]0.75x D}fS(x %J.ZS:{
Individual /3.8 728 |71.4] 673
Supervised S-Net [ 3] 71.9| 71.7 |70.8| 66.2
S-Net+Distill [51][73.1] 71.9 [70.5| 67.2
Individual 65.2] 64.0 [60.6] 51.2
SimSiam [Y] S-Net [32] ' ] i B
S-Net+Distill [21][{46.9| 46.9 [46.7| 45.3
Ours 65.5] 65.3 [63.2] 59.7

Our Solution:

» We discover that temporal consistent guidance is the key to the success of SSL for universally
slimmable networks, and we propose three guidelines for the loss design to ensure this

temporal consistency from a unified gradient perspective.

» We also propose dynamic sampling and group regularization to simultaneously improve
accuracy and training efficiency.
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| Background and motivation

* With the success of self-supervised learning (SSL), it has become the mainstream paradigm to
fine-tune from self-supervised pretrained models to boost the performance on downstream tasks.

Less label Better
dependency! performance!

» (Universally) Slimmable networks can switch freely among different widths by training only once.
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* Driven by the success of SSL and slimmable networks, a question arises: Can we train a self-
supervised model that can run at arbitrary width?



| Background and motivation

* We find that the naive solution (replacing the supervised loss with self-supervised loss) doesn't
work directly after empirical studies.

Table 1. Comparisons between supervised classification and Sim-
Siam under S-Net on CIFAR-100. The accuracy for SimSiam 1is
under linear evaluation. *- denotes the model collapses.

Accuracy (%)

Type Method R NN
Individual 7381 72.8 |71.4] 67.3

Supervised S-Net[:2] |71.9] 71.7 |70.8| 66.2
S-Net+Distill [311]73.1] 71.9 |70.5| 67.2

ndividual — 165.21 64.0 [60.6] 51.2

e S-Net [ 2] | ocollapse | -
SimSiam [V} ¢ NG Distill [211146.9| 46.9 46.7| 45.3
Ours 65.5] 65.3 [63.2] 59.7

SimSiam + S-Net: Model

SimSiam + US-Net: Still individually trained networks.



| Preliminary

« SimSiam / BYOL: Maximizing similarity between positive samples

Lmsg = Z D(p;1,5G(2zi2)) + D(p; 2, SG(2i1))

 SIMCLR / MoCo: Contrast with negative samples

* (Universally) Slimmable Networks: Base Network Training + Sub-Network Training
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| US3L: Universally Slimmable Self-Supervised Learning

 QOur method

—— Forward Pass Augmentations of Input x

- = = » Backward Pass / l \

Momentum
4 -—- Network
Width Sampling Momentum Update (optional)
5 m
A 1..__“‘.-‘ __.--""""# E.L_ Genarﬂiiilﬂrgﬂt _j
L = Lpistin(2z®,2") + Lpace(z,2") z" = z™ if using a momentum encoder else z

(a) General Framework

L = LNC_E_;;.Q(ZE)'ZT

LEEI.E-E

Lpistin



| Temporal Consistency

 MSE is not robust to changes in the output whereas InfoNCE is stabilized by distances from

other samples.

Target z*

7’ ~

h-th 1teration f" Mo h+1-th iteration

R “u 8L(h’+1)
MSE

e Gradients N

/7 1

f
LM gL(+1)

oL+ gL

0z* 0z°
INfoNCE
\_/ o 0z; 0z}

Temporal Consistency for Sub-Networks

= (I —w?) (2! — Z P2t



| The Proposed Three Guidelines

1. The base loss is based on the relative distance to produce temporal consistent outputs of the
base network.

2. The distillation loss is based on the relative distance to produce temporal consistent guidance for
sub-networks.

3. A momentum teacher is used to produce stable guidance for sub-networks.

Output Feature Dominated by Relationship Ensures Reduced by
——— 7 (M) (Current Iteration) Instability Stability Momentum
—— 7(h+1)(Next Iteration)  z° oL oL
0zs 0z°
7™M, (h+1)(Next, Momentum)
Gradient
—_—
oL b
- — — - #‘}f
azs f#ff fff
'/ r;
¥ B/
01 (h+1) | »
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0z°
(a) Output Feature (b) MSE (¢) InfoNCE (d) MSE+Momentum



| Dynamic Sampling and Group Regularization

* Dynamic Sampling:

» It is unnecessary to introduce the training of sub-networks

at the beginning.

» The training of sub-networks should be gradual.

Increase of Training Epochs

* Group Regularization:

K channels

» In the training of US-Net, the majority of the weights will be G groups

concentrated on the earlier channels.
» \We propose group regularization by giving more degrees of

freedom (smaller coefficients) to the later channels.



| Experimental Results

* Our method achieves higher accuracy consistently than baseline methods, with much less training

cost.

 Even comparable with SEED, which requires pretrained teacher and individual training.

Once Pretrained |Trainin Linear Accuracy (%

Backbone Method Training Teacher Cnstg_l.{}x 0.9x10.8x[0.7x]0.6x U.g}f {J}.-ih; 0.3x10.25x
SIMCLR [ /] X X nlT [66.5[654][64.7163.7[62.6/61.0[/59.0/56.1] 53.6
SimSiam [Y] X X nT |66.5/654|64.6/63.5|62.6/60.0|/58.3/549| 524
BYOL [!4] X X nT |66.8]66.0[65.6/65.3|63.0/62.1/59.5/56.0| 54.3
SEED [ 7] X BYOL R-50 nT [67.3/66.6/658(65.2(64.8/63.5/62.2/60.1| 58.5

ResNet-18 SEED-MSE X BYOL R-18 nl |67.5]67.2166.5/66.0/65.9[64.8|64.0/62.4| 60.1
SEED-MSE X BYOL R-50 nT [67.5/66.8/66.7{66.0/65.4(64.9|63.6/61.3| 60.1
US [21]+SimCLR v X AT 65.5/649(63.8/63.6/62.7/61.8/60.2|58.2| 574
US [21]+SimSiam v X AT 575|157.4|57.3|157.0|56.3|55.4|54.5|53.1| 524
Ours v X 2.5T 169.0/68.2|68.0/66.966.164.7/62.6/60.9| 60.4
Ours (800ep) v X 5T 70.1169.3/69.068.767.3/66.4|64.2 63.1| 62.3
BYOL [14] X X nlT  [67.0[66.7]66.5/66.3]/66.0/649[63.8/62.1] 61.2

SEED [! 7] X BYOL R-50 nT |70.3]69.8/69.6/69.4|69.0/68.2|67.2|65.6| 65.1
SEED-MSE X BYOL R-50 nT [694(69.0/68.5(69.1 68.4|68.1/67.3/66.9| 664

ResNet-50 US [21]+SimCLR v X AT 70.1169.9[69.769.3|68.7|68.2|67.5/66.0| 65.5
US [21]+SimSiam v X AT 5477154.6|54.7|54.754.7154.8|54.6|54.3| 54.0
Ours v X 25T |72.6|72.0|71.5|71.2170.6|70.2|68.6|67.7| 67.4
Ours (800ep) v X 5T 73.0/72.5|71.9|71.6|71.1|70.869.1 | 68.0| 67.6

BYOL [T7] X X nT [61.2160.7160.5160.2159.9|58.7|/57.3154.6| 51.9
SEED-MSE X BYOL R-50 nT |68.6|/68.9|67.6/67.3/67.4|/66.3/65.5/64.0| 62.6

MobileNetv? SEED-MSE X BYOL MBv2 nT [63.8/63.5/63.8/63.6/63.6/63.3/62.7/62.1| 59.8
US [21]+SimCLR v X AT 56.2156.0|55.3155.0|54.8|54.3/54.0|53.2| 52.2

US [21]+SimSiam v X 4T - - - - - - - - -

Ours v X 2.5T |65.7|65.1164.2|63.6/63.4|62.2161.5|/60.7| 59.3




| Application to Vision Transformers

» Effectiveness when applied to vision transformer? Yes.

Table 3. Linear evaluation results for ViT on CIFAR-10.

Once Linear Accuracy (%)

Backbone Method Training | 1.0x ]0.75x U.SXyU.ZSx
MoCov3 [10] X 82.6] 79.5 [75.8] 68.0

ViT-Tiny | US+MoCov3 v 79.8| 794 |77.6| 76.4
Ours v 86.0 | 84.7 183.3| 80.2

MoCov3 [10] X 88.0] 86.8 [83.0] 75.5

ViT-Small | US+MoCov3 v 88.2| 87.5 |86.3| 84.9
Ours v 90.3| 89.7 |88.7 | 85.5




| ImageNet and Transferring Experiments

» USS3L achieves better performance at all widths with only once training and one copy of weights.

Table 4. Linear evaluation results on ImageNet.

OUnce Linear Accuracy (%)

Backbone | Method |[Training |I.0x[0.75x]0.5x]0.25x
BYOL X 54.0] 53.7 |47.4] 349

ResNet-18 |US+BYOL v 55.9| 53.1 [48.0] 40.6
Ours v 56.9| 54.5 [48.7| 40.7

BYOL X 68.1]1 66.3 [61.2] 50.9

ResNet-50 | US+BYOL v 64.7| 64.3 |162.6] 57.1
Ours v 68.4| 66.7 |63.4| 57.7

» Similar trends are observed when transferring to downstream classification tasks.

Table 6. Transfer results on recognition benchmarks under linear
evaluation. ‘C-10/100" denotes ‘CIFAR-10/100".

Linear Accuracy (%)

Net |Width| Params | MACS |Method —ome—T00TFIowers Peis TDid-
LOx |22.56M| 4.11G | ‘oury” |87.1| 618 | 906 |79.4(72:6
o < 075%[1477M| 234G EYOL 1820 g;ﬁ B raal 90T
05x | 692M| 106G | “oury [81.6| 528 | 881 |768/6838
025x| 1.99M[0.28G | 5.0 | 789 | 499 | 844 |740|640




| Downstream Object Detection

* As we decrease the width, our advantages over the baseline counterpart BYOL will be
further expanded.

20 Pascal VOC results under R-18 FPN 300 Pascal VOC results under R-50 FPN 400
—4— Random Init. L, 801 —&— Random Init. . -
BYOL o BYOL " -350
75 A —ae—  Ours - 250 ?5 1 —*— OQOurs
L= - 300
70 1
70 | B 200 B 25{} —
S 65 9
o et e o
& 651 11 MAGS(©) A 150 g’ % 0. MACs (G) o 1200 E
= - 150
60 - - 100 55 -
80.8 107.0
- 100
55 - - 50 20
50.8 50
12.6 45 - 15.5
50 T T T T U T | T T E.I
5.3 11.2 19.9 28.4 6.1 14.5 26.2 41.4
Params (M) Params (M)

R-18 FPN R-50 FPN



| Ablation studies

« Experimental results are in full agreement with the proposed three guidelines.
* Consistency should not only exist between iterations, but also across sub-networks.

* The use of an auxiliary distillation head will result in consistent improvements.

Base T oss | Case Distill | Auxiliary Momentum Target Linear Accuracy (%)
‘ o LLoss | Distill Head [ Base Network [ Sub Network [ T.Ox JO.9x [O.8x [0.7x[0.6x [0.5x [0.4x [0.3x [0.25x
| X X X X - - - - - - - - -
2 MSE X X X 57.5157.4157.3|57.0(56.3|55.4[54.5|53.1| 524
3 MSE X v v 64.7164.7164.5/64.3/63.962.6/61.3/59.7| 59.3
MSE 4 MSE v v v 65.4/65.0 64.864.5/63.8/62.7/61.1[59.8| 58.9
5 | InfoNCE X X % 62.3162.3162.362.2161.8/60.6[58.9[57.6]| 57.2
6 | InfoNCE % X v 63.7|63.8/63.7/63.6/63.162.0/60.6/59.3| 58.2
7 | InfoNCE X v v 65.0165.0/65.1(65.0/64.5(62.7/61.3|59.8| 59.2
8 |InfoNCE v v v 65.565.5]65.665.0/64.6/63.2|61.660.2| 59.7
9 X X X X 64.8 0163.2]62.0/60.8/59.8[57.4[55.1| 54.2
10 MSE % % X 65.0 4163.1(162.3/61.9(60.3[58.3|57.1| 56.6
11 MSE e X v 65.8 01644163.4162.7|61.8/59.8|58.5| 57.6
12 MSE X v v 66.9 316571649 163.8/62.9(61.6[59.5] 59.1
InfoNCE | 13 | MSE v v v 67.7 | 67.2166.5|66.0|65.1|64.3|62.5|60.5| 59.6
4 |InfoNCE X X % 63516490 163.8(63.6/62.7/61.8/60.2158.2] 574
15 |InfoNCE % X v 64.7 S5164.0(63.6/62.3/61.4(59.8|58.4| 57.9
16 |InfoNCE X v v 66.0 64.8|64.3|63.8/62.4(61.1|59.8| 58.7
17 |InfoNCE v v v 67.4 66.1 | 65.6|64.7 1 64.062.2|60.2| 59.5




| Ablation studies

* Dynamic sampling and group regularization both improves the accuracy for various backbones.

Backb Dynamic [ Group Linear Accuracy (%)
ACkbONC | sampling | Reg. [T.0x[0.8X[0.6x[0.5x]0.3x [0.25X
X X |67.7166.5[65.1164.3]160.5] 59.6
R-18 v X 168.6167.2165.5/64.6/60.7| 59.9
X v |68.6/67.3/65.5|/64.4/60.9| 60.1
v v 169.0/68.0/66.164.760.9| 60.4
X x |[71.0]70.6]70.0[/69.1167.2] 66.8
R-50 v x |71.8|71.1|70.2|69.3|67.3| 67.2
X v |71.9|71.1|70.0|69.6|67.7| 67.5
v v 172.6|71.5/70.6|70.2|67.7| 67.4
X x [62.9162.0]161.5{60.4|59.6| 58.7
MBv? v x 164.7163.3162.3/61.7/60.7| 59.2
X v 164.0/63.2/162.1(61.4/60.2|59.0
v v 165.7)64.2/63.4|62.2/60.7| 59.3

* Our dynamic sampling strategy can be used alone or combined with the sandwich rule.

Sandwich [ Dynamic Linear Accuracy (%)
Rule |Sampling [T.OxJ0.8x[0.6x[0.5x[0.3x[0.25x
X X 65.1/65.0[64.7]163.2|59.4] 56.4
X v 67.4167.3/65.9|64.7(59.9| 58.7
v X 67.7166.5|65.1|64.3[60.5| 59.6
v v 68.6 | 67.3|65.5/64.4/60.9| 60.1




| Conclusions

v" We discovered significant differences between supervised and self-supervised learning when
training US-Net. Based on these observations, we analyzed and summarized three guidelines
for the loss design.

v" We proposed a dynamic sampling strategy to reduce the training cost without sacrificing
accuracy, which eases coping with the large data volumes in SSL.

v We analyzed how the training scheme of US-Net limits the model capacity and proposed
group regularization.

v Exhaustive experimental results further show that our US3L achieves better performance on
various benchmarks at all widths.



Thanks!

Q&A
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