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Dual encoder vision-language pre-training

[CLIP, Radford etal, 2021]
[ALIGN, Jia etal, 2021]

Training data
  (image-text pairs)

● CLIP: 400M (private)
● ALIGN: 1.8B (private)

● LAION: 2B (public)

[github.com/mlfoundations/open_clip]

https://app.diagrams.net/?page-id=ov6kmdtIyocDFSptCxww&scale=auto#G1MUsq0SniYAM_Q6MLMZ_GIawQGys_0-Os


Zero-shot image classification

https://app.diagrams.net/?page-id=ov6kmdtIyocDFSptCxww&scale=auto#G1h7335M-qInAAx-euDa9BX85qamQHNfqj


Text-to-image retrieval



Our dual encoder framework

https://app.diagrams.net/?page-id=ov6kmdtIyocDFSptCxww&scale=auto#G1Yzl47EsLOUvzicujYvWNQyIJqSH0PIxz


(1) Complexity, Action, and Text (CAT) filtering

https://app.diagrams.net/?page-id=ov6kmdtIyocDFSptCxww&scale=auto#G1Yzl47EsLOUvzicujYvWNQyIJqSH0PIxz


We filter noisy LAION-2B web dataset based on:

● Complexity: keep if at least one 
relation to any object present in 
the parse graph

● Action: keep if at least one 
action present in the parse graph

● Text: remove if caption present in the actual image

(1) Complexity, Action, and Text (CAT) filtering



(1) Complexity, Action, and Text (CAT) filtering



(2) Concept Distillation

https://app.diagrams.net/?page-id=ov6kmdtIyocDFSptCxww&scale=auto#G1Yzl47EsLOUvzicujYvWNQyIJqSH0PIxz


(2) Concept Distillation

1. Parse image captions using a semantic parser that extracts objects and 
attributes from text and use these as pseudo-labels.

2. Train the linear classifiers on the teacher model embeddings with a soft-target 
cross-entropy loss, after square-root upsampling low frequency concepts.

3. Use these trained linear classifiers to generate two softmax probability vectors 
- for objects and for attributes, respectively. 

4. During multimodal training, we use the cross-entropy loss with these 
pseudo-label vectors as targets.



(2) Concept Distillation
Notes:

● No training overhead as the predicted 
concepts are pre-computed.

● ED/DD is 60% slower with an 8% 
increase in GPU memory due to the 
need of running an additional copy of 
the vision tower.

● One could pre-compute embeddings 
for ED and DD as well (1.2TB), while 
our pre-computed predictions take only 
32.6GB additional storage space when 
saving the top-10 predictions.

● Drawback of LiT/FT is that it requires 
the same architecture in the final 
setup, while our CD can be effortlessly 
combined with any architecture or 
training setup, by using stored 
predictions as metadata.



(3) Multimodal alignment with hard negatives

https://app.diagrams.net/?page-id=ov6kmdtIyocDFSptCxww&scale=auto#G1Yzl47EsLOUvzicujYvWNQyIJqSH0PIxz


(3) Multimodal alignment with hard negatives

● InfoNCE loss [Oord etal, 2018]

● We adapt [Robinson etal, 2021] loss with hard negative samples, for multi-modal training:

● The weights wβ are designed such that difficult negative pairs are emphasized, and easier pairs are 
ignored. Furthermore, α rescales the normalization with the positive terms to account for the case 
when false negatives are present within the data.



(3) Multimodal alignment with hard negatives

LAION-CAT 438M dataset PMD 63M public clean dataset



Comparison with SOTA
DiHT - Distilled and Hard-negative Training 

LAION-2B vs LAION-CAT 438M PMD 63M public clean dataset



Comparison with SOTA
DiHT - Distilled and Hard-negative Training 



Few-shot linear probing

● In practice, few-shot models perform significantly worse than zero-shot 
models in the low-data regime.

● Initializing with zero-shot classifiers, and learning with SGD using L2 penalty 
does not improve performance and the model simply ignores the supervision.

● We propose to ensure 
that the final weights 
do not drift much from 
the prompt using projected 
gradient descent (PGD).


