


01. Backgrounds

02.

03.

04.

CONTENTS

Contribution

Architectural Design and Robust 

Generalization

Potential Pathways



• Connection between Network 

Structure with Generalization ？

通用目标检测方法

• Adversarially Robust 

Generalization  ？
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Contribution

• We, for the first time, systematically studied 20 adversarially-trained

architectures against multiple attacks and revealed the close relationship 

between architectural design and robust generalization.

• We theoretically revealed that higher weight sparsity contributes to the better 

adversarially robust generalization of Transformers, which can often be 

achieved by attention blocks.

• We provide more detailed analyses of the generalizability from several 

viewpoints and discuss potential pathways that may improve architecture 

robustness.
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Empirical Evaluation

• Datasets：CIFAR-10 and ImageNette

• Architectures：CNN with convolutions, ViT with attentions, hybrids 

with both attention/convolutions, and newly designed 

atten_x0002_tions), aiming to find the influential parts.

• Training settings：Standard training (vanilla training) and PGD-𝑙∞
adversarial training

• Evaluation strategy：

通用目标检测方法
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Overall understanding: weight sparsity
• Rademacher complexity

• Lemma 1

通用目标检测方法



Attention contributes to sparseness
通用目标检测方法
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Potential Pathways

• Imposing 𝑙1 regularization for sparsity.

• Hybrid architecture with increased sparsity.

通用目标检测方法



• Patch size as receptive fields.

• Considering generalization on common corruptions.

通用目标检测方法



Thank You!
Email

l iuaishan@buaa.edu.cn
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