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Key Innovation

We leverage the knowledge of large-scale vision-language models (VLMs), such as CLIP, and
large language models (LLMs), such as GPT-2, to generate diverse captions for arbitrary videos.

(a) Zero-Shot Caption Generation

(b) Captions for Text-Video Matching

Our Cap4Video improves upon existing text-video retrieval methods through three key aspects.



Background: Text-Video Retrieval

Query-Video Matching: Two typical mechanisms

② Fine-grained embedding matching① Global embedding matching



Our Method

Video shows a girl singing 
in front of the audience.

A girls performing a song on 
the stage for competition.
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Learning Objectives

Query-Video Matching LossQuery-Caption Matching Loss

Total Loss



Experiments

n Experimental results:

l Comparison to the state-of-the-art methods on text-video retrieval.

n Datasets:

l MSR-VTT: ~10K video videos, each having 20 captions; 

l DiDeMo: ~10K videos paired with 40K description;

l VATEX: ~35K videos, each with multiple annotations;

l MSVD: 1970 videos with 80K captions, with ~40 captions on average per video.



Comparisons with SOTAs

Results on MSR-VTT 1K dataset

Results on DiDeMo dataset

Results on MSVD dataset

Results on VATEX dataset



Ablation Studies

Component-wise evaluation of our framework on the MSR-VTT 1K validation set. 



Visualization

The text-video results on the MSR-VTT 1K-A test set. Left: The ranking results of the query-
video matching model. Right: The ranking results of Cap4Video, which incorporates generated
captions to enhance retrieval.



Conclusion

• We explore a novel problem: leveraging auxiliary captions to further enhance 
existing text-video retrieval.

• We propose the Cap4Video, which maximizes the utility of the auxiliary captions 
through three aspects: 1) Input data augmentation for training, 2) Intermediate 
video-caption feature interaction for compact video representations, and 3) Output 
score fusion for improved text-video retrieval. 

• Our Cap4Video improves the performance of existing query-video matching 
mechanisms, including global matching and fine-grained matching. It has achieved
state-of-the-art performance across four standard text-video retrieval benchmarks.
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