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Selective Quad Attention Networks

 Edge selection module: selecting relevant edges for contextual reasoning.
 Quad attention module: updating node and edge features via diverse interactions. 
 Selective Quad Attention Networks (SQUAT)
 Edge selection module + Quad attention module = achieving state-of-the-art 



Preliminary: scene graph generation
Predicting the objects 𝒪𝒪 and their semantic relationships ℛ given an 
image. 
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Preliminary: scene graph generation
1. Using a pre-trained object detector [1], extract the object bounding 
boxes and labels.
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Girshick, Ross. "Fast r-cnn.", ICCV. 2015.



Preliminary: scene graph generation
2. Node and edge features are updated by contextual reasoning 
through fully-connected graph.
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Preliminary: scene graph generation
3. The relationships between objects are classified based on the 
updated edge features. 
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Limitation of existing methods
The contextual reasoning is largely distracted by irrelevant objects and 
their relationship pairs. 
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(a) ground-truth scene graph (b) fully-connected initial graph



Limitation of existing methods
Node-to-node or node-to-edge interactions are limited in capturing 
such relations between edges.
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Limitation of existing methods
The contextual reasoning is largely distracted by irrelevant objects and 
their relationship pairs. 

Note-to-node or node-to-edge interactions are limited in capturing 
such relations between edges.

→ Edge selection module
selecting relevant edges for contextual reasoning.

→ Quad attention module
updating node and edge features via diverse interactions. 



Selective Quad Attention Network 

1. Node detection for object candidates
2. Edge selection for relevant object pairs
3. Quad attention for contextual reasoning
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Node detection module

1. Node detection for object candidates
• Using pre-trained object detectors, extract a set of object bounding boxes.
• Construct a initial node and edge features of fully-connected graph.  



Node detection module

1. Node detection for object candidates
• Using pre-trained object detectors, extract a set of object bounding boxes.
• Construct a initial node and edge features of fully-connected graph.  
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Edge selection module

2. Edge selection for relevant object pairs
• Predicts a relatedness score for the edges with a simple MLP. 
• Choose the edges with top-𝜌𝜌𝜌 highest relatedness scores. 
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Quad attention module

3. Quad attention for contextual reasoning
• Update the node and selected edge features via four types of attention: 

node-to-node(N2N), node-to-edge(N2E), edge-to-node(E2N), and edge-to-edge(E2E)



Quad attention module

3. Quad attention for contextual reasoning
• Update the node and selected edge features via four types of attention.
• Produce sets of predicate probabilities using the output edge features.
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Datasets: Visual Genome
• The most popular dataset which is composed of 108k images with 150 object 

classes and 50 predicate classes.
• Tasks

• Predicate Classification (PredCls): to predict the relationships given the G.T. bounding boxes 
and object labels.

• Scene Graph Classification (SGCls): to predict the object labels and the relationships given the 
G.T. bounding boxes only.

• Scene Graph Detection (SGDet): to predict the object bounding boxes, object labels, and the 
relationships. 

• Evaluation Metrics
• R@K: measure the fraction of G.T. relationship triplets that appear among the top most K 

confident predicates. 
• mR@K: retrieves each predicate separately and then averages R@K for all predicates.



Experiments

For mR@100, 
PredCls: 1.52% ↑, SGCls: 13.94% ↑, SGDet: 30.95% ↑

Li, R., Zhang, S., Wan, B., & He, X. Bipartite graph network with adaptive message passing for unbiased scene graph generation. CVPR 2021.



Experiments

Li, R., Zhang, S., Wan, B., & He, X. Bipartite graph network with adaptive message passing for unbiased scene graph generation. CVPR 2021.

• Divide Visual Genome according to the number of objects in the 
scene: simple (≤ 9), moderate (10~16), and complex (≥ 17)



Ablation study on Edge Selection

Li, R., Zhang, S., Wan, B., & He, X. Bipartite graph network with adaptive message passing for unbiased scene graph generation. CVPR 2021.



Ablation study on Quad attention



Ablation study on message passing

Xu, D., Zhu, Y., Choy, C. B., & Fei-Fei, L., Scene graph generation by iterative message passing. CVPR 2017.
Li, R., Zhang, S., Wan, B., & He, X., Bipartite graph network with adaptive message passing for unbiased scene graph generation. CVPR 2021.



Thank you
Takeaways
 Edge selection module: selecting relevant edges for contextual reasoning.
 Quad attention module: updating node and edge features via diverse interactions. 
 Selective Quad Attention Networks (SQUAT)
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