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Overview

• Mixing as effective augmentation 

for Masked Image Modeling (MIM)

• Theoretical analysis between MIM 

and previous supervisions.

• Mixed Autocoder (MixedAE) achieves SoTA performance with 

superior efficiency (e.g., surpasses iBOT with 2x acceleration).

Zhou, Jinghao, et al. "iBOT: Image BERT Pre-Training with Online Tokenizer." ICLR. 2022. 



Contrastive Learning

• Discriminate positive samples from negative ones.

• Rely on strong data augmentation pipelines.

Chen, Ting, et al. "A Simple Framework for Contrastive Learning of Visual Representations." ICML. 2020. 



Masked Autoencoder (MAE)

• A representative implementation of MIM.

• Perform even worse with strong data augmentations.

He, Kaiming, et al. "Masked autoencoders are scalable vision learners." CVPR. 2022. 



A Simple Mixing Baseline

• Mixed image reconstruction: symmetric mixing

– Given a mixing ratio 𝑟 ∈ 0, 0.5 and a random mixing mask 𝑀,
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Mutual Information Analysis

• Image mixing will improve the mutual information (MI),

– While masking is introduced to decrease MI instead.

• Target-invariant

– MI increasement is appealing for supervised and contrastive learning



Homologous Recognition

• Homologous attention

– Explicit recognition of homo patches on-the-fly

– Adopt a TopK(⋅) sampling in standard MHSA
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Homologous Recognition

• Homologous contrastive

– Verify homologous patches by similarity

– Homologous patches as positive samples

– Perform as a regularization term instead of 

a separate supervision

attract repel



Mixed Autoencoder (MixedAE)

• Formulated in a multi-task learning manner



Object-aware Pre-training

• Object-aware Pre-training

– Single-centric-object guarantee (Chen et al., 2021)

Chen, et al. "MultiSiam: Self-supervised Multi-instance Siamese Representation Learning for Autonomous Driving." ICCV 2021. 



Experiments

• Effectiveness: SoTA performance under various overheads



Experiments

• Efficiency: exceed strong iBOT with a 2x acceleration



Experiments

• Object-aware pre-training: better on dense perception tasks



• Transferability

Experiments



• Effect of Homo Recognition

– Fluctuate w/o Homo contrastive

– Stable and fast convergence w/ 

Homo contrastive

– However, still far from 100%, 

suggesting potential future 

improvement space

Analysis
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Paper: https://arxiv.org/abs/2303.17152

Also check our series of works on efficient SSL: [link]
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