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Introduction

• Existing Image matching task can be divided as Feature Matching, Dense Matching and Semantic 

Correspondence.

• Semantic Correspondence Aims To Establish Pixel-level Correspondence between Semantically 

Adjacent Image Pair.

Task of Feature Matching Task of Dense Matching Task of Semantic Correspondence



Challenges

• Large intra-class variation.

• Requires high-quality patch-level representations with aligned semantic spaces.

• Requires matching representation in high resolution.



Previous Frameworks

• Siamese Backbone = Shared Semantic Space

• 4D Matrix-based Refinement.

Hand-crafted:  SIFT, HOG…
NN-Based: VGG16, ResNet, ViT…

Hough Matching,
Optimal transport solver,
Global  t ransformat ion 
estimation.

Feature extractor

Feature extractor

Correlation
generation

Global
Constraint

Cosine distance,
Neighborhood consensus,
Neural learning.

Hong et al. 2022
Cho et al.  2021
Zhao et al.  2021
Liu et al.  2020
Li et al. 2020
…



Further Incremental Designs

• Further Semantic Alignment.

• 2D Semantic Flow based Refinement.

Flow-based
Refinement



Our Approach

• Asymmetric Alignment Block.

• Multi-Path Semantic Flow Superresolution Block.



The usage of Multi-path Fusion 

Combines the Advantages of Matching Results Under Different Alignment Levels



Results

ACTR can clearly distinguish the subtle semantic differences which usually leads to mismatching for previous 
methods.



Comparison with other methods



Evaluation
We set ACTR in 256x256 Resolution as our base model. 

Yields large Improvements over several benchmarks.



Evaluation
We set ACTR in 256x256 Resolution as our base model. 

Yields large Improvements on a challenging dataset.
Reach best result on 14/18 sub-classes. 



Evaluation
We set ACTR in 256x256 Resolution as our base model. 

Yields better generalizability when testing on PF-WILLOW.



Ablation Results
We set ACTR in 256x256 Resolution as our base model. 

Design of asymmetric alignment and multi-path super-resolution can 
help to improve the accuracy in semantic correspondence
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