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• Small-kernel sparse conv:
Limited receptive field - not only by kernel size, but also by feature disconnection.

• Large-kernel sparse conv:
Large parameters and computation cost - 33 --> 73

• Spatial-wise group conv: Large receptive field & limited cost.
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• Issues in plain Large-kernel sparse conv

- 1. Efficiency issue

Large amount of parameters and computation cost

- e.g. kernels from 33 to 73, from 27x to 343x

- 2. Optimization issue

Large model size v.s. limited sparse data.

- Amount: Point cloud data amounts are limited, (compared large-scale datasets on 2D vision tasks).

- Sparsity: Not all weights are activated each time.

• Results of MinkowskiNet-34 on ScanNetv2 semantic segmentation.
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• Efficiency:

Training: 7x7 kernel (spatial weight sharing).

Inference: 7x7 indice assign à Atomic Add à 3x3 conv.

• Performance:
Not all kernel weights are optimized during training + data insufficient.
Weight sharing --> better learning.
Comparison to other related convolutional schemes.
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• Effective on both 3D semantic segmentation and object detection.

• Semantic segmentation: ScanNetv2.

• Object Detection: KITTI, nuScenes, Waymo.
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• Larger Receptive fields than plain 3D CNN and its 2x deep version.

• Scalable to 17x17x17 on the large-scale Waymo datasets.
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• 1st Lidar,  4th multi-modal.

• Single-model results.
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