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Semi-supervised Semantic Segmentation

• Limited annotated data + Massive unlabeled data 

• Training for better generalization performance

… …



Where supervision comes from ?
On unlabeled data:
• Model-generated pseudo labels
• Feature local density

(a) Feature clusters
(b) Local density estim

ation

• Among confidently predicted features:
• High density features are more likely to be 

cluster centers
• Low density features are less representative
• High-density features attract low-density 

features to form compact clusters 



Label-Guided Pixel Classification 

Corss-entropy loss on: 

o Labeled Images

o Unlabeled data with filtered 
pseudo labels (Low entropy 
predictions)



Density-Guided Feature Contrast

o Memory bank of categorical features 
to model class distribution

o Multi-scale KNN to capture robust 
local feature density

o Contrastive learning to form more 
compact categorical clusters  



Impact on feature clustering

(b) DGCL(a) Baseline method

o Baseline: Plain self-training

o DGCL: Self-training with density-guided contrastive learning 



Ablations on sampling strategy

Pulling low-density samples towards high-density samples achieves the most effective training. 



Comparison with state-of-the-art
DGCL achieves overall best performance compared with previous SOTA 



Qualitative Results

(a) (b) (c) (d)Self-training Self-training + DGCLGround Truth Images


