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1. Motivation and Contribution

1.1 Motivation

Motivation

1. Post-hoc explanation methods would lead to
unfaithful responses, since the decision-
making model and interpretation part are two
separate modules.

2. Self-rationalization frameworks suffer from the
problem of logical inconsistency.

3. These strategies all require an amount of
human annotated explanations, which are
expensive and time consuming to collect.



1. Motivation and Contribution

1.2 Contribution

The main contributions of our paper are as follows:

1. We propose a new self-critical VQA-NLE method that can model the logical relationships
between answer explanation pairs and evaluate the generated rationales by answering rewards.
This strategy effectively improves the logical consistency and the reliability of the interpretations.

2. We develop an advanced semi-supervised learning framework for VQA-NLE, which utilizes
amounts of samples without human-annotated explanations to boost the self-interpretability of the
model further. To the best of our knowledge, we are the first to explore semi-supervised learning
on the VQA Natural Language Explanation.

3. The proposed S3C achieves new state-of-the-art performance on VQA-X and A-OKVQA
benchmarks. Meanwhile, automatic measures and human evaluations all show the effectiveness
of our method.



2. Method

2.1 Overview

• we first use Answer-Explanation Prompt to obtain the base answer scores and candidate
explanations with a pre-trained VL model.

• Then these reasons are reorganized and fed back into the model to capture the
explanatory answer score.

• Further, our Self-Critical Reinforcement module evaluates the generated explanations and
returns the rewards to improve the self-interpretability of the model.



3. Experiment Result

3.1 Comparison with the SOTA methods on the two different datasets

• Our S3C outperforms both the post-hoc explanation methods [41, 58] and the self-
rationalization method [48]. (The B4, M, R, S, C, Acc and Human are short for BLEU-4,
METEOR, ROUGE-L, SPICE, CIDEr,)

• With semi-supervised paradigm, the results are further improved by 7.2 points on CIDEr
indicator.



3. Experiment Result

3.2 Ablation study



4. Qualitative analyses and Visualization

4.1 Qualitative analyses

• We show the results of the state-of-the-art
NLX-GPT, our method and ground-truth
(they are short for NLX, Ours and GT) on
the VQA-X.

• Through comparison, our model achieves
better logical consistency between
answers and explanations.
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