
Siamese Image Modeling for Self-Supervised

Vision Representation Learning

Chenxin Tao1*, Xizhou Zhu2*, Weijie Su3*, 

Gao Huang1, Bin Li3, Jie Zhou1, Yu Qiao4, Xiaogang Wang5, Jifeng Dai1,4

1Tsinghua University, 2SenseTime Research, 3University of Science and Technology of China,
4Shanghai Artificial Intelligence Laboratory, 5The Chinese University of Hong Kong

1

TUE-AM-204



Contribution

2

➢ A new form of self-supervised learning that can learn semantic alignment and spatial sensitivity with 

a single dense loss.

➢ Compared with MIM methods, reconstructing another view helps to obtain good semantic alignment.

➢ Compared with ID methods, matching the dense correspondence between two views can help to learn 

spatial sensitivity. 

➢ SiameseIM is able to surpass both MIM and ID methods over a wide range of tasks. SiameseIM obtains 

more improvements in few-shot, long-tail and robustness-concerned scenarios.



Motivation – Two Mainstream SSL Methods
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Typical Work Characteristics

➢ lack spatial sensitivity: 

modeling the local structure within an image

➢ lack semantic alignment: 

projecting semantically similar views into 

nearby representations
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semantic alignment can be achieved by matching different augmented view from the same image

spatial sensitivity can be achieved by predicting dense representations from masked images

➢ We propose Siamese Image Modeling, which reconstructs the dense representations of 

an augmented view, based on another augmented view from the same image. 4
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➢ Augmentation: spatial + color augmentations for both views, mask augmentation for online view

➢ Online branch makes the prediction:

𝑦𝑏 = 𝑔 𝐶𝑜𝑛𝑐𝑎𝑡 𝑦𝑎 + 𝑝𝑎 , 𝑚 + 𝑝𝑏
𝑢,𝑣

𝑢=1,𝑣=1

𝑁ℎ,𝑁𝑤

➢ 𝑚 indicates mask token, 𝑝𝑎, 𝑝𝑏 are the positional embedding of view 𝑥𝑎 and 𝑥𝑏
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➢ Target branch computes 

the target representation 𝑧𝑏

EMA



Siamese Image Modeling
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➢ Positional Embedding
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➢ Dense Loss



Experiments – Main Results
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➢ SiameseIM is able to surpass both MIM and ID methods over a wide range of tasks.



Experiments – Main Results
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➢ SiameseIM obtains more improvements in few-shot, long-tail and robustness-concerned scenarios.



Experiments – Ablation Study
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➢ Compared with MIM methods, reconstructing another view helps to obtain good semantic alignment.



Experiments – Ablation Study
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➢ Compared with ID methods, dense supervision can improve the spatial sensitivity. 
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Thanks for watching!
Contact us:

tcx20@mails.tsinghua.edu.cn
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