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Implementation Details



Basic Idea

Generate what the camera sees when it moves in the scene

as camera moves…



Use a versatile RGBD Diffusion (                ) Model

Implementation Details – Progressive RGBD Inpainting

𝒔 = 𝟓𝟎𝒔 = 𝟎

reverse diffusion sampling…

Black Pixels 

(unknown)



Masked Inpainting on RGBD Images

Implementation Details – Masked Inpainting



Network Architecture (U-Net)

Implementation Details – Model



Directly convert an RGBD image into a partial surface mesh

Implementation Details – Back Projection

Partial Mesh

Regular Lattices
Viewpoint

Advantages:

✓ Very simple and efficient

✓ No volume involved

✓ No marching cubes involved



Pipeline Overview



Experiment – Sparsity 5% (only 3 input views)

DSNGP                  DDP                NRGBD                OUR GT

* Presented videos are rendered from meshes with Blender-3.4



Experiment – Sparsity 20% (only 11 input views)

DSNGP                  DDP                NRGBD                OUR GT

* Presented videos are rendered from meshes with Blender-3.4



Experiment – Sparsity 5% (only 4 input views)

DSNGP                  DDP                NRGBD                OUR GT

* Presented videos are rendered from meshes with Blender-3.4



Experiment – Sparsity 20% (only 13 input views)

DSNGP                  DDP                NRGBD                OUR GT

* Presented videos are rendered from meshes with Blender-3.4



Experiment – Ablation Studies

Seed?  Trajectory?

Classifier-free Conditioning? Inpainting?

Efficiency?



Experiment – Ablation Studies

Visualization



Take-home Message

A Diffusion Model Trained 

on complete RGBD Images

Masked Inpainting

Scene
(Geometry + 

Appearance)

RGBD

Images

Camera 

Poses



Thank You


