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Problem
Existing SGG methods fail to capture compact and distinctive relation representations.
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• Large intra-class variation: arises from diverse appearance of entities and various 
subject-object combinations.

• Severe inter-class similarity: originates from similar-looking interactions shared among 
different relation categories. 

Fig. 1. The illustration of relation representations with large intra-class variation and severe inter-class similarity.



Motivation
Category-inherent Semantics is more reliable than visual appearance.
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• Intra-class variation: Entities/predicates from each class share the same semantics, 
captured from class labels.

• Inter-class similarity: Class-inherent semantics is discriminative for visual-similar 
instances from different categories.

Fig. 1. The illustration of relation representations with large intra-class variation and severe inter-class similarity.



Fig. 2. The main process of our proposed PE-Net.

Prototype-based Embedding Network (PE-Net):

Method

• Prototype-based Modeling:
Models entities/predicates with prototype-
aligned representations in semantic space.

Match entity pairs to predicates in semantic
embedding space for relation recognition.

• Prototype-guided Entity-Predicate Matching:

• Prototype-guided Learning:
Help PE-Net efficiently learn entity-
predicate matching.

• Prototype Regularization:
Relieve ambiguous entity-predicate matching 
caused by predicate’s semantic overlap. 3



Prototype-based Embedding Network (PE-Net):

Method
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𝒔 = 𝑾𝒔𝒕𝒔 + 𝒗𝒔，

𝒐 = 𝑾𝒐𝒕𝒐 + 𝒗𝒐，

𝒑 = 𝑾𝒑𝒕𝒑 + 𝒖𝒑，

𝒈𝒔 = 𝝈(𝒇( 𝑾𝒔𝒕𝒔 ⊕𝒉 𝒙𝒔 ))，

𝒗𝒔 = 𝒈𝒔⨀𝒉(𝒙𝒔)，

• Prototype-based Modeling:

(1)
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where ℎ ⋅ is visual-to-semantic function.

where 𝑡$, 𝑡% and 𝑡& are class labels’ word embedding,
𝑣$, 𝑣%, 𝑢& are the instance-varied semantics contents,
𝑊$𝑡$, 𝑊%𝑡%, 𝑊&𝑡& are class-specific semantic prototypes.

Fig. 3. Visual-based space Modeling.

Fig. 4. Prototype-based space Modeling.
.



Prototype-based Embedding Network (PE-Net):

Method

where ℱ 𝑠, 𝑜 − 𝑢& is defined as relation
representation 𝑟, which should be matched to its
corresponding predicate prototype 𝑊&𝑡&.
(represented as 𝑐 in the following).

• Prototype-guided Entity-Predicate Matching:

(6)

(7)

(8)

[1] Zhang, Yan, et al. "Learning to count objects in natural images for visual question answering." arXiv preprint:1802.05766 (2018).

Fig. 5. Prototype-guided Entity-Predicate Matching.

𝓕 𝒔, 𝒐 → 𝒑 = 𝑾𝒑𝒕𝒑 + 𝒖𝒑，

𝓕 𝒔, 𝒐 = ReLU 𝒔 + 𝒐 − (𝒔 − 𝒐)𝟐 [𝟏]，

where ℱ(𝑠, 𝑜) denotes the feature fusion function.

Equivalent transformation:

𝓕 𝒔, 𝒐 − 𝒖𝒑 → 𝑾𝒑𝒕𝒑，
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Fig. 6. Prototype-guided Learning.

Prototype-based Embedding Network (PE-Net):

Method

• Prototype-guided Learning:

Cosine distance: Increasing the cosine similarity
between the relation representation 𝑟 , and its
corresponding prototype 𝑐+,

𝓛𝒆_𝒔𝒊𝒎 = −𝒍𝒐𝒈 𝒆𝒙𝒑(⟨𝒓,𝒄𝒕⟩/𝝉)
∑𝒋#𝟎
𝑵 𝒆𝒙𝒑(⟨𝒓,𝒄𝒋⟩/𝝉)

.

Euclidean distance: Increasing the Euclidean
distance between the relation representation 𝑟, and
its corresponding prototype 𝑐+,

𝒈𝒋 =∥ 𝒓 − 𝒄𝒋 ∥𝟐𝟐,

𝓛𝒆_𝒆𝒖𝒄 = 𝒎𝒂𝒙(𝟎, 𝒈= − 𝒈> + 𝜸𝟏).

(9)

(10)

(11)
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Fig. 7. Prototype Regularization.

Prototype-based Embedding Network (PE-Net):

Method

• Prototype Regularization:

Cosine distance /Euclidean distance : Alleviates
ambiguous matching caused by semantic overleap
between predicates by enlarging distinction between
predicate prototypes 𝑐+.

𝑺 = 𝑪 · 𝑪
𝑻
= 𝒔𝒊𝒋 ,

𝓛𝒓_𝒔𝒊𝒎 = 𝑺 𝟐,𝟏 = ∑𝒊@𝟎𝑵 ∑𝒋@𝟎𝑵 𝒔𝒊𝒋𝟐 ,

𝒅𝒊𝒋 =∥ 𝒄𝒊 − 𝒄𝒋 ∥𝟐𝟐,

𝓛𝒓_𝒆𝒖𝒄 = 𝒎𝒂𝒙(𝟎,−𝒅> + 𝜸𝟐).

(12)

(13)

(16)𝒓𝒆𝒔𝒓 = 𝒂𝒓𝒈𝒎𝒂𝒙
𝒊
(𝒒𝒊 ∣ 𝒒𝒊 = ⟨𝒓, 𝒄𝒊⟩/𝝉).

• Relation Inference:

(14)

(15)
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Compared with State of the Arts:

Experiment

Tab. 1. Performance comparison with the state-of-the-art SGG methods on VG dataset. PE-Net(P) refers to the PE-Net only 
trained with PL. PE-Net indicates PE-Net trained with both PL and PR. 
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Measuring Representation Modeling of PE-Net:

Experiment

• Calculation of IV and IIVR:

Intra-class Variance (IV): measure the intra-class
compactness of entity’s or predicate’s representations,
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Intra-class to Inter-class Variance (IIV): measure the 
inter-class distinctiveness of the representations.

𝜎!"#$"%&

𝜎-.#!..%& =
1
𝑛
∑"'() ∑*'+% |𝜙",* − 𝜇" |&

∑"'() |𝜇" − 𝜇|&&
.

(17)

(18)

Tab. 2. Quantitative results on representation quality. 9
Fig. 8. The comparison of t-SNE visualization results 

on entity and predicate feature distributions.



Thanks
If you have any questions, please contact me at :

xinyulyu68@gmail.com 

Codes: https://github.com/VL-Group/PENET


