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Motivations

Existing text-to-3D object generation methods:
(a) Optimization-based methods:

Pros: High fidelity.

Zero shot generation.

Cons: Slow and computationally expensive.

Poor geometry.

(b) Feed-forward methods:

Pros: Fast generation speed.

Cons: Low resolution voxels.

Paired text-3D training data.

Our  method:

(1) Use only 2D image without paired text captions.

(2) Feed-forward, no test-time optimization.

(3) High quality and fidelity generation.

(a) Optimization-based methods

(b) Existing feed-forward methods

(c) Our method



Introduction



Generate Pseudo Captions



Generate Pseudo Captions



Framework



Cross-modal learning constraints 

High-level semantic supervision
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Low-level image regularization loss
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Background augmentation







Interpolation

“an armed chair”

“a red dining chair”

“a wooden office table”

“a red table”

“an armless chair”

“a blue office chair”

“a metal dining table”

“a blue table”



“a yellow dirt bike”

“a blue classic motorbike” “a blue dual sport motorbike”

“a red sportsbike”

“a yellow sports car”

“a yellow sports car”

“a red car”

“a red SUV”

“a blue SUV”

“a yellow SUV”

“a green car”

“a blue SUV”





Quantitative results



Inference Speed
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