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Incorporating randomly cropped local regions within one
image into the iterative attacks.
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The proposed Self-Universality Attack
 Our Self-Universality method optimizes the perturbation to be agnostic to different local

regions within one image, which is called self-universality.

Generate perturbations with more dominant features by maximize the cosine
similarity of intermediate features between the adversarial global and local inputs.
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Background

Targeted Attacks vs. Untargeted Attacks

https://pyimagesearch.com/2020/10/26/targeted-adversarial-attacks-with-keras-and-tensorflow/

Untargeted Attacks: no control over the 

output class label

Targeted Attacks:  incorporate label 

information into the optimization.
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Transferable Targeted Attacks
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Resource-intensive methods

 Training target-class-specific classifiers (FDA[1][2])

 Training target-class-specific generators (TTP[3])

Iterative methods

 A large iteration and Logit loss (Logit[4])

 Rendering image on a 3D object (ODI[5])



Motivation

Universality of Targeted Perturbations

https://pyimagesearch.com/2020/10/26/targeted-adversarial-attacks-with-keras-and-tensorflow/

 There is a relatively positive correlation between universality and targeted transferability.
 Targeted perturbations produce more dominant features.
 Adversarial examples with high universality tend to be more transferable in targeted

attacks.
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Combination with existing methods Ablation Study



Thank you!
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