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Introduction
Although video data can provide a wealth of appearance cues for identity 
representation learning, they also bring motion blur, illumination variations, 
and occlusions. 



Introduction

Event streams
• Low power
• Low latency
• High temporal resolution
• High dynamic range

Tulyakov, Stepan, et al. "Time lens: Event-based video frame interpolation." Proceedings of the IEEE/CVF 
Conference on Computer Vision and Pattern Recognition. 2021.
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Spike Neural Network
The polarity of event streams represents an increase or decrease of brightness at one 
pixel. Inspired by the dynamics and adaptability of biological neurons.



Deformable Mapping
Most of recent works have shown that the number of 
spikes drastically vanishes at deeper layers, resulting in 
serious performance degradation. As shown in Figure 4. 
It clearly limits the application of SNN in computer 
vision. the deeper the SNN layer is, the more the 
number of spikes vanishes. But using deformable 
mapping can still preserve spatial information of events.



Cross Feature Alignment

This comple_x0002_mentary operation can not 
only conduct cross-domain re_x0002_lational 
modeling with the help of dynamically generated 
sampling offset but also maintain position 
consistency between events and frames to obtain 
the reference points.



Experiment



Thank you !

Code: https://github.com/Chengzhi-Cao/SDCL


