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Our Foundation Model : ECLIP
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Introduction

CLIP BLIP

Given an image-text pair, existing Vision-Language foundation models aims to 
learn the image-level representations.
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Introduction

We explore the ways to enable vision-language foundation model 
to obtain instance-level representation in  E-commerce.

The difference of natural image and product image in E-commerce.
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Motivation

The property of product images in E-commerce.

A product usually has multiple image samples from different sources (e.g., 
merchant, customer comments, attached advertisement videos, etc.)

Ruby Face Cream 
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Instance Decoder

Input:

Instance Representations

Instance Query

Image Patch Representation 

One positive query, T - 1 negative ones
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Slot-Attention Layer

Image 
Patches

Instance 
Queries

Calculate 
Similarity

Step 1:
Calculate the similarity matrix
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Slot-Attention Layer

Image 
Patches

Instance 
Queries

Step 2:
Perform the soft assignment and Update 
the instance representation
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Pretraining Proxy Tasks

Image-Text Contrastive Learning：
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Pretraining Proxy Tasks

Inter-Product Multi-modal Learning

We use the similarity 
between 𝑔!(𝑣"#$) and 
𝑔% 𝑤"#$ to sample the 
hard negative samples. 
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Pretraining Proxy Tasks

Intra-Product Multi-modal Learning

To regularize the Similarity Matrix M
For Positive Query

For Negative Queries

r is the positive 
query index



12Pretraining Data Format

100M various image-text pairs, from 15M different products

Zero-shot transfer to classification and image-text retrieval

Pretraining On 100M E-commerce Data
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Zero-shot transfer to Product Retrieval

Zero-shot transfer to Visual Grounding

Experimental Results
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Visualization Results

ECLIP on Zero-Shot Grounding The T-SNE visualization of learned representation
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Thanks!	


