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AI & Data Privacy
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AI models require large amounts of data, 
collected from a variety of sources.

A risk of data privacy leakage will be 
compromised if AI models 

use sensitive or personal data directly.

FedSeg: Class-Heterogeneous Federated Learning for Semantic Segmentation. In CVPR2023.



AI & Data Privacy – Federated Learning
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1. Local Training

2. Model Upload

3. Global Aggregation

4. Model Deployment

Federated Learning - training across multiple decentralized edge devices or servers

- holding local data, without exchanging them

FedSeg: Class-Heterogeneous Federated Learning for Semantic Segmentation. In CVPR2023.



Federated learning is needed in semantic segmentation
Ø Pixel-level annotations are hard to acquire – Data Insufficient

Ø Collaborative learning and privacy-preserving

Pixel-level annotations are hard to acquire Collaborative learning and privacy-preserving

Federated Learning for Semantic Segmentation
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Problems in semantic segmentation federated learning - optimization direction diverging

• Foreground-background inconsistency: “cat” is annotated in Client 3 but not in Client 2.

• non-IID distribution: makes the local optimization direction diverging to the global optimum.
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Federated Learning for Semantic Segmentation
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Method: FedSeg – Use two local losses to correct local drift in local updates 

• 𝑳𝒃𝒂𝒄𝒌𝒄𝒆 : modified CE loss - correct the local optimization direction 

• 𝑳con : local-to-global contrastive learning loss – local model close to global model



Federated Learning for Semantic Segmentation
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Method: FedSeg – Use two local losses to correct local drift in local updates 

• Proof of 𝑳𝒃𝒂𝒄𝒌𝒄𝒆 : corrects local gradients to simulate the centralized learning

Standard CE Loss: direction away from 
the global optimum 

BackCE Loss: Similar to the centralized 
learning



Federated Learning for Semantic Segmentation

FedSeg: Class-Heterogeneous Federated Learning for Semantic Segmentation. In CVPR2023. 9

Experiments: Ablation study and comparisons with state-of-the-art methods



Experiments: Analysis of FedSeg

• The speed of mIoU improvement of FedSeg is faster - communication efficiency
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Experiments: Visualization of FedSeg
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