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Overview

➢ The first one-stage pipeline for expressive 3D whole-body mesh recovery (e.g., SMPLX).
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➢ A large-scale upper-body dataset, UBody, bridges the gap between the basic task and 
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➢ New state-of-the-art performance on three datasets.
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Background
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Mesh Recovery



Existing Problems
➢ Multi-stage methods: use three separate network for the body pose, facial expression and hand 
pose estimation.

heavy computational cost and unnatural connection
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➢ Data discrepancy: Existing datasets are whole-body scenes. But in many daily life scenes, upper body is a 
major focus. 

Existing Datasets

Model can not perform well in real-life scenes
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Upper-Body Dataset?

Real-life Scenes

➢ Data discrepancy: Existing datasets are whole-body scenes. But in many daily life scenes, upper body is 
a major focus. 

Existing Problems



Methods
Body pose estimation needs the global dependencies while the
facial expression and hand pose concentrate more on the local feature.
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Cross-Attention:

Body pose estimation needs the global dependencies while the
facial expression and hand pose concentrate more on the local feature.

Methods



➢ Dataset Characteristics

1. Upper-body: with partial observation and heavy truncation

2. Expressive: rich hand gestures and facial expressions

3. Large-scale: fifteen real-life scenarios, more than 1M frames

4. Challenging: severe truncation, dynamic camera view, etc.

Upper-Body Dataset



➢ 15 Real-Life Scenes

UBody contains 15 human-centric real-life scenes, which mainly focus on the upper-body parts.

Upper-Body Dataset



We annotate 2d whole-body keypoints and 3d whole-body mesh with an automatic annotation pipeline.

➢ Annotation Pipeline

Upper-Body Dataset



2D whole-body keypoints annotation: BodyHands detects bounding box, 4 
ViT-based models predict the whole-body, body, face and hand keypoints.

➢ Annotation Pipeline

Upper-Body Dataset



3D SMPLX fitting: Iterative training-labeling-revision loop to fit 
the projected 2D keypoints into the annotated 2D keypoints.

➢ Annotation Pipeline
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➢ Annotation Visualization

Upper-Body Dataset



➢ Comparison with existing methods on three datasets.

Experiment



➢ Benchmark on the proposed UBody datasets.
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➢ Ablation studies of the keypoint-
guided attention and upsample scale.

➢ Comparison with existing methods on three datasets.

➢ Benchmark on the proposed UBody datasets.
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Input Image ExPose Hand4Whole Ours

➢ Visual Comparison with existing methods on three datasets.

Experiment
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