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Overview

Previous XAI methods
(per-pixel relevance)

Human Perception
(concept-based explanation)
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Overview

We want to explore the possibility of a deep model learning concepts spontaneously. And thus,

designed bottleneck concept learner (BotCL).
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Pipeline

Attention to each concept
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Pipeline

Quantization loss for bottleneck

One layer FC for classification
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Self-supervision

𝑡Reconstruction Loss

Contrastive Loss
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Pipeline

Feature aggregation for regularizers
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Regularizers

Individual Consistency

Mutual Distinctiveness

Cpt.3

Cpt.1

Cpt.2

Cpt.4 Designed to force a concept to learn similar features.

Let concepts cover different visual elements.
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Accuracy vs. The Number of Classes
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Classification Performance
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Concepts Learned in MNIST
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Concepts Learned in CUB200
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Quantitative Evaluation of Synthetic Dataset

The task is a multi-label classification that involves 15 shapes. Combinations of the 5 shapes (shown in Figure a, S.1 to S.5) 

form 15 classes, and the other 10 shapes are noises
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Quantitative Evaluation of Synthetic Dataset
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Quantitative Results

We apply k-means or PCA to feature map F of all images in the dataset after flattening the spatial dimensions.

(Supplementary for more details) 

• Completeness: measures how well a concept covers its associated shape in the dataset. 

• Purity: shows the ability to discover concepts that only cover a single shape.  

• Distinctiveness: quantifies the difference among concepts based on the coverage.
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User Study

Defined Concepts One Sample for User
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User Study

• Concept discovery rate (CDR): The ratio of the responses that are not 

“None of them” to all responses. 

• Concept consistency (CC): The ratio of exact matches out of all pairs 

of participants’ responses. 

• Mutual information between concepts (MIC): The similarity of the

response distribution, computed over all possible pairs of concepts.
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Paper and Code

Code: https://github.com/wbw520/BotCL

Paper: https://arxiv.org/abs/2304.10131
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