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Task Definition

2
Multimodal Summarization with Multimodal Output



Prior Work
✕ Multimodal Output

● The additional modality acts as

auxiliary input information.
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Clip-It! [Narasimhan et al., NeurIPS’21]

✕ Alignment across Multimodal
● Time correspondence between

different modalities is ignored.

M2SM [Fu et al., NAACL’21]

Motivation: Align multimodal input and exploit intrinsic cross-modality relationship.



Model Architecture
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Alignment-guided Self-attention

● Goal: Exploit time correspondences

between video and text sequences.

● Motivation: Untrimmed videos and text

sentences contain irrelevant backgrounds.

● Solution: Video frames and text sentences

from the same time window can attend to

each other.
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Attention Mask in Self-attention Layer



Inter-Sample Contrastive Loss

● Goal: Utilize intrinsic relationships

between input multimodal data pair.

● Motivation: Paired video and text sample

shares mutual information.

● Solution: Maximize the cosine similarity

of the video and text embedding from 𝐵

real pairs in the batch while minimizing

the similarity from 𝐵! − 𝐵 incorrect pairs.
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Intra-Sample Contrastive Loss

● Goal: Model fine-grained cross-modality information.

● Motivation: Human-annotated key-frames and key-sentences reveal

the same semantic meanings. (e.g., cooking recipe video)
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Intra-Sample Contrastive Loss

● Goal: Model fine-grained cross-modality information.

● Motivation: Human-annotated key-frames and key-sentences reveal

the same semantic meanings. (e.g., cooking recipe video)

8Contrastive Pair Selection Contrastive Loss



Ablation Studies
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Contribution of each component
• Align: Alignment-guided self-attention
• Inter: Inter-sample Contrastive Loss
• Intra: Intra-sample Contrastive Loss

+5.2 F1 score



Comparison with SOTA

10CNN and Daily Mail Datasets



Comparison with SOTA

SumMe and TVSum Datasets



Visualization
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Description: “A boy woke up late, took the metro and then ran to school.”

A2Summ generates summaries which cover important segments with more
accurate temporal boundaries.



● A large-scale multimodal summarization dataset focused on the livestream

videos and transcripts.

BLiSS Dataset
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Statistics Comparison
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