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Motivation

➢ An indispensable premise for improving compositional generalization is
to understand the effect of the primitives, including words, image regions,
and video frames. Primitives are compositional building blocks mainly
involved in V&L tasks and the determinants of sample semantics.

➢ Existing methods cannot correctly establish the relationship between the
primitives and the sample semantics and thus the ground-truth, so they
cannot achieve compositional generalization.
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Motivation

We present a self-supervised learning
based framework that equips existing
V&L methods with

➢ semantic equivariance

➢ semantic invariance

by generating numerous labeled training
samples, including

➢ equivariant samples

➢ invariant samples
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Framework
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Effect Estimation of Primitives

➢ For words,

nouns/verbs: 𝛼, adjectives/adverbs: 𝛽, other words: 𝛾

➢ For image regions,

word-region similarities: pre-trained CLIP[1]

➢ For video frames,

frame-query similarities: pre-trained TCL[2]

We quantify all of the effect of primitives as numbers in the interval [0, 1].

[1] Radford, Alec, et al. "Learning transferable visual models from natural language supervision." ICML. 2021.

[2] Yang, Jinyu, et al. "Vision-language pre-training with triple contrastive learning." CVPR. 2022.
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Sample Generation

➢ Equivariant samples

Definition: a series of samples that have different semantics from the

original samples.

Generation: randomly mask primitives with high effect.

➢ Invariant samples

Definition: a series of samples that have same semantics from the

original samples.

Generation: randomly mask primitives with low effect.
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➢ Method-specific Loss

ℒ𝑚𝑠 = 𝑓 𝑃 𝑉, 𝑄 , 𝑌 + 𝜆𝑖𝑓(𝑃 𝑉𝑖 , 𝑄𝑖 , 𝑌),

➢ Self-supervised Learning Loss

ℒ𝑠𝑠𝑙 = 𝑢 ∙ 𝑃 𝑉𝑒 , 𝑄𝑒 [𝑔(𝑌)],

➢ Contrastive Learning Loss

ℒ𝑐𝑙 = −log(
𝑒
ℎ(𝑃 𝑉,𝑄 ,𝑃 𝑉𝑖,𝑄𝑖 )

𝑒ℎ(𝑃 𝑉,𝑄 ,𝑃 𝑉𝑖,𝑄𝑖 )+𝑒ℎ(𝑃 𝑉,𝑄 ,𝑃 𝑉𝑒,𝑄𝑒 )
),

where 𝑓 ∙,∙ is the loss function used in the selected method, 𝑔 ∙
converts 𝑌 to its index in all categories, and ℎ ∙,∙ is cosine similarity.

Optimization
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Experiments
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Summary

➢ Understanding the effect of primitives on ground-truth can implicitly
improve the compositional generalization capability.

➢ The presented self-supervised learning framework can equip existing
methods with semantic equivariance and semantic invariance.

➢ The proposed framework is capable of improving not only the
compositional capability of existing methods, but also the IID
generalization capability of them.
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Thanks!


