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3D Dense Captioning

3D Dense Captioning requires:
1. Accurate localization of all objects of interests in a 3D scene;

2. Informative and object-centric descriptions for each instance.

Sparse and Cluttered 3D Scene 3D Dense Captioning

This is a tan cabinet. It is in
the corner of the room.

This is a chair. It is placed
at a table .

This is a gray chair. It is to

the left of another chair.




Motivation
Previous “detect-then-describe” pipeline
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1. the whole model relies on the detector’s output

2. huge amount of hand-crafted components

Two-stage methods

A one-stage system (Ours)
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”| Processing
The rolling office chair. The chair
Feature ™ Object Relation 5, Caption 's nextto the square desk
Encoding Detection Modelling Generation | This is a gray chair. It is to the
right of a file cabinet
Vote2Cap-DETR
Transformer Detection
1. single-stage transformer-based architecture head
Feature | 5| pacoder
. Encoding
2. parallel decoding queries to boxes and captions N
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The rolling office chair. The chair
is next to the square desk

This is a gray chair. It is to the
right of a file cabinet
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Methods
» Vote2Cap-DETR Overview

Prediction Results

This is a tan cabinet.
It is in the corner of
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Notations
@ @@ & @ @'@ @ 3D Fourier Positional Encoding
@ ’@ @ VY4 Query Feature

Vote Query Generation - . Vs Surrounding Contextual Information
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Methods

» Vote Query

We reformulate object queries as (xyz, feat).‘ 5!

vuery = Layeriy (finey, + FFN (PE (pug))) 5 i}_';' . 2
. TLIW - R | FPs. i
Vote queries learn to: 1 down sampiing S
en : > Pseed > g @ I> (IJ q fq) @
. . . APyote |5 1
| s ] U
1. shift seed points to probable locations of ) }@ | A4®™
objects; i U ®

Vote Query Generation

Puvote = Penc + Ap'vote = Penc + FFN'Uote (fenc) : '.. : " @

2. aggregate feature from the local context. v iaghe+ &Y
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» Dual Clued Captioner

To generates informative, and object-centric
captions for objects, the captioner receives two
streams of visual clues:

1. the object vote feature V4 to identify the object;

2. looking into the local context Vssurrounding the
query pa

the
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JUNE 18-22, 2023

CVPRE

the

: 7 = hai
g | D @ 5 § . - chair
= |1 (: :)9 ol 17 - —_ =3 IS
Q. > = i @
ran J—>| XA < 8 : pulled
= ! = I into
(2] | o RN —
al|, — : the
1 Caption Head | table



JUNE 18-22, 2023

CVPR«.. -

Quantitative Results

» ScanRefer validation set

w/o additional 2D input w/ additional 2D input
Method Lies IoU =0.25 IoU =0.50 IoU =0.25 IoU =0.50
Ct B-41 M7 RT Ct B4t M?T R? Ct B4 M? RT CT B-41 M7t R?T
Scan2Cap [13] 5373 3425 26.14 5495 3520 2236 2144 4357 56.82 34.18 2629 55.27 30.08 2332 2197 4478
MORE [20] 58.89 3541 2636 55.41 3898 23.01 21.65 4433 6291 3625 26.75 56.33 4094 2293 21.66 4442
SpaCap3d [39] 58.06 3530 26.16 55.03 42776 2538 22.84 45.66 63.30 3646 26.71 55.71 44.02 2526 2233 4536
3DJCG [4] MLE 60.86 39.67 27.45 59.02 47.68 31.53 2428 51.80 64.70 40.17 27.66 59.23 4948 31.03 2422 50.80
D3Net [7] - - - - - - - - - - - - 46.07 30.29 2435 51.67
Ours 7145 3934 2825 59.33 61.81 3446 26.22 54.40 7279 39.17 28.06 59.23 59.32 3242 2528 52.53
x-Trans2Cap [43] 58.81 34.17 2581 54.10 41.52 23.83 2190 4497 61.83 3565 26.61 54.70 43.87 25.05 2246 45.28
Scan2Cap [13] - - - - - - - - - - - - 48.38 26.09 22.15 4474
D3Net [7] SCST - - - - - - - - - - - - 62.64 3568 2572 53.90
Ours 84.15 42.51 2847 59.26 73.77 3821 26.64 54.71 86.28 42.64 28.27 59.07 70.63 35.69 2551 52.28
» Nr3D validation set

Method Lies C@0.57 B-4@0.51 M@0.51 R@O0.57

Scan2Cap [13] 27.47 17.24 21.80 49.06

SpaCap3d [3Y] 33.71 19.92 22.61 50.50

D3Net [7] MLE 33.85 20.70 23.13 53.38

3DJCG [4] 38.06 22.82 23.77 52.99

Ours 43.84 26.68 2541 54.43

x-Tran2Cap [43] 33.62 19.29 22.27 50.00

D3Net [7] SCST 38.42 22.22 24.74 54.37

Ours 45.53 26.88 25.43 54.76
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Quantitative Results

Scan2Cap Benchmark

This table lists the benchmark results for the Scan2Cap Dense Captioning Benchmark scenario.

Captioning F1-Score Dense Captioning Object Detection

Method Info CIDEr@0.5loU BLEU-4@0.5loU Rouge-L@0.5loU METEOR@0.5loU DCmAP mAP@0.5

9 vote2cap-detr 0.3128 1 0.1778 1 0.2842 1 0.1316 1 0.1825 1 0.4454 1
CFM 0.2360 2 0.1417 2 0.2253 2 0.1034 2 013795 0.3008 5
CM3D-Trans+ 0.2348 3 0.1383 3 0.2250 4 0.1030 3 0.1398 4 0.2966 7

Yufeng Zhong, Long Xu, Jiebo Luo, Lin Ma: Contextual Modeling for 3D Dense Captioning on Point Clouds.

Forest-xyz 0.2266 4 0.1363 4 0.2250 3 0.1027 4 0.1161 10 0.2825 10

D3Net - Speaker p 0.2088 5 0.13356 0.2237 5 0.1022 5 0.14813 0.4198 2

Dave Zhenyu Chen, Qirui Wu, Matthias Niessner, Angel X. Chang: D3Net: A Unified Speaker-Listener Architecture for 3D Dense Captioning and Visual Grounding. 17th European Conference on Computer Vision
(ECCV), 2022

3DJCG(Captioning) P 0.1918 6 0.1350 5 0.2207 6 0.1013 6 0.1506 2 0.3867 3
Daigang Cai, Lichen Zhao, Jing Zhangt, Lu Sheng, Dong Xu: 3DJCG: A Unified Framework for Joint Dense Captioning and Visual Grounding on 3D Point Clouds. CVPR2022 Oral

REMAN 0.1662 7 0.10707 0.17907 0.08157 0.12358 0.2927 9

"Ranked 1st on the ScanRefer online test benchmark, https://kaldir.vc.in.tum.de/scanrefer benchmark/benchmark captioning



https://kaldir.vc.in.tum.de/scanrefer_benchmark/benchmark_captioning
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Study on Components

» Does the vote query improve 3DETR? Vote2Cap-DETR

&

&— 3DETR-m

wu
o
L

Comparison to other 3DETR attempts. We compare detection
performance of different methods that improve 3DETR in the
20k, 40k, 80k, 160k -th iteration.

B
o

Validation mAP@0.50
w
(=]

Model Modification  (20k)AP@0.57 (40k)AP@0.51 (80K)AP@0.51  (160k)AP@0.51 0.
3DETR-m - 2826 37.27 4341 4818 — (Pauery: fauery) = (Pug. fug)
3DETR-m hybrid 35.10 42.72 45.83 47.50 lo. —— (Paverys Prery) = (Pseca 0)
3DETR-m anchor 22.94 28.85 35.44 40.06 —— (Pauery: Fuery) = (Pug, 0)

Vote2Cap-DETR - 32.70 40.90 47.62 52.49

o

0 20000 40000 60000 80000 100000 JQOOOO 490 00p 18y 00,

Training Iterations

» Does 3D context feature help captioning?

Different keys for caption generation. Introducing local contextual
information leads to more informative and object-centric captions.

IoU=0.25 IoU=0.5
Ct B4t Mt RT Ct B4 M  Rf
- 68.62 38.61 27.67 5847 60.15 34.02 2580 53.82
global 70.05 39.23 27.84 58.44 61.20 34.66 2593 53.79
local 70.42 39.98 27.99 58.89 61.39 3524 26.02 54.12

key
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Qualitative Results

scene0011_00 scene0015_00 scene0025_00 scene0050_00

3DJCG: The is a small brown

3DJCG: This is a rectangular 3DJCG: This is a brown table. It cabirat. [tists the Figkt of tha 3DJCG: This is a brown table. It
whiteboard. It is on the wall. is in the middle of the room. Ak ’ =! is in front of the couch.
SpaCap3D: The whiteboard is SpaCap3D: This is a wooden SpaCap3D: The cabinet is below SpaCap3D: This is a wooden
affixed to the wall. It is to the right table. It is in the center of the the desk. It is to the left of the coffee table. It is in front of the

of the window. room. chair. couch.

Ours: The tv is on the wall. It is to Ours: This is a wooden table. It is Ours: This is a white cabinet. It is Ours: This is a brown ottoman. It
the right of the table. in the corner of the room. to the right of the table. is to the right of the chair.

Sk Tais e smalliabiswiha GT: A white cabinet is sitting on
GT: This is a big black tv. It is wood look. It is the table closest : 9 GT: This is a brown ottoman. It is
the floor next to the wall. It is to

above a thin table. to the front of the room in the in front of a couch.
the left of the couch.
upper left corner.
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scene0064_00

Visualization: Vote Queries
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Visualization: Detection Results

VoteNet

scene0088_00

scene0144_00

scene0169_00
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Conclusions

We introduce a novel one-stage method to 3D dense captioning:

1. By introducing spatial bias and content-aware features, vote queries boost both

convergence and detection performance.
2. The novel lightweight caption head looks into both query feature and local contexts

for informative caption generation.
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