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Summary 

In the first stage, we propose a multi-scale Transformer model based on self-supervised learning with a
saturated-masked autoencoder to make it capable of recovering saturated regions.

In the second stage, we propose a sample-quality-based iterative semi-supervised learning approach that
learns to address ghosting problems.

Problems

• CNN-based HDR deghosting methods require
collecting large datasets with ground truth,
which is a tedious and time-consuming
process.

• Generating an HDR image on dynamic
scenes with only few labels is challenging.
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Background
Existing Methods

LDR Inputs Alignment Fusion HDR Images

a large amount of labeled samples

Loss

It is challenging to collect a large amount of HDR-labeled samples

Generating a ghost-free HDR ground truth sample requires an absolute static background 

It is time-consuming and requires considerable manpower to do manual post-examination

Reasons:



Background
Existing Methods

FSHDR[1]

1. Train a preliminary model 3. Synthesize artificial dynamic LDR inputs

[1] K Ram Prabhakar, et.al. Labeled from unlabeled: Exploiting unlabeled data for few-shot deep hdr deghosting. In CVPR, 2021.

2. Generate HDR pseudo-labels 

Handle both the saturation and the ghosting problems simultaneously

Hard to achieve under the 
condition of few labeled data

Especially in motion 
and saturation regions

Use optical flow to forcibly synthesize dynamic LDR inputs from poorly
generated HDR pseudo-labels

Optical flow is error-prone Distribution shift between LDR 
training and testing data



Movtivation

[2] Kaiming He, et.al. Masked autoencoders are scalable vision learners. In CVPR, 2022.

A reasonable way is to address the saturation problems first and then cope with the 

ghosting problems with a few labeled samples.

• Generate content of saturated regions by self-supervised learning

• Effectively use label data and unlabeled data.

• Select high-quality of pseudo-labels.



Our Method

In the first stage, we propose a multi-scale Transformer model based on self-supervised learning with a
saturated-masked autoencoder to make it capable of recovering saturated regions.

In the second stage, we propose a sample-quality-based iterative semi-supervised learning approach that
learns to address ghosting problems.

Overview



Our Method
Self-supervised Learning Stage

Use mask strategy to reconstruct an HDR image and addresses saturated problems from one LDR image.

EA Module.

ω Function.

GT Generation.



Our Method
Semi-supervised Learning Stage

We propose a sample-quality-based iterative semi-supervised learning approach that learns to address ghosting problems.

Finetune.

Iteration.

APSS.



Experiment
Individual Datasets.



Experiment
Cross Datasets.



Experiment
Quantitative Result

Table 1. The evaluation results on Kalantari’s[3] and Hu’s[4] datasets. The best and the second best results are highlighted 
in Bold and Underline, respectively.

[3] N. K. Kalantari, et.al. Deep high dynamic range imaging of dynamic scenes. In ACM TOG, 2017.

[4] Jinhan Hu, et.al. Sensor-realistic synthetic data engine for multi-frame high dynamic range photography. In CVPRW, 2020.



Experiment
Quantitative Result



Experiment
Ablation study
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