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Background

Generalized Few-shot Object Detection

The detection prediction for base classes (Car) and novel classes (elephant) should be naturally 

considered.

DiGeo: Discriminative Geometry-Aware Learning for Generalized Few-Shot Object Detection [CVPR’23]

Learning features with discriminative geometry is important to detect all classes.



Background

Few-shot Learning

Given a base dataset to pre-train a feature extractor/detector, the learned model is adapted to 

new unseen classes with very limited training data.

Partner-Assisted Learning for Few-Shot Image Classification [ICCV’21]

?

Base set Few-shot task



Background

Generalized Few-shot Object Detection

For object detection, as an image may contain instances of both base (car) classes and novel 

(elephant) classes, the detection prediction on all classes should be naturally considered.

DiGeo: Discriminative Geometry-Aware Learning for Generalized Few-Shot Object Detection [CVPR’23]



Rethinking Conventional Training Framework

(Pairwise Matching) Conventional meta-learning-based approaches focus on alignment between 

the test image and the limited training data. However, such training strategy is not efficient and 

significantly hurt the based detection.

Few-Shot Object Detection with Fully Cross-Transformer [CVPR’22]



Frustratingly Simple Few-Shot Object Detection [ICML’20]

Rethinking Conventional Training Framework

(Two-Stage Finetuning) To adapt to new dataset, the Transfer Learning approaches finetune the 

pre-trained base detector on a balanced dataset, but suffer from base forgetting. Setting different 

classifiers for base and novel classes still hurt the adaptation efficiency.  



Motivation

Though suffering from base forgetting, building a balanced dataset among all classes (base + 

novel) is essential to learn a well-separated classifier for object detection.

DiGeo: Discriminative Geometry-Aware Learning for Generalized Few-Shot Object Detection [CVPR’23]



Motivation

The instance-center similarity on the few-shot classes is not even properly converged

DiGeo: Discriminative Geometry-Aware Learning for Generalized Few-Shot Object Detection [CVPR’23]



Discriminative Geometry-Aware Learning

Approach

Inter-class separation: Use Simplex ETF as a fixed classifier for all classes during training.

Prevalence of neural collapse during the terminal phase of deep learning training [PNAS]
Do We Need Neural Collapse? Learning Diverse Features for Fine-grained and Long-tail Classification [Arxiv]



Discriminative Geometry-Aware Learning

Approach

Inter-class separation: Use Simplex ETF as a fixed classifier for all classes during training.

Intra-class compactness: Apply class-specific margins to push features close to the class centers.

DiGeo: Discriminative Geometry-Aware Learning for Generalized Few-Shot Object Detection [CVPR’23]



Experimental Study

Our one-stage approach (self-distillation applied) can improve the detection precision on all 

classes.

DiGeo: Discriminative Geometry-Aware Learning for Generalized Few-Shot Object Detection [CVPR’23]



Experimental Study

Our approach significantly improve the adaptation efficiency when more training data is available 

under the few-shot setup. 

DiGeo: Discriminative Geometry-Aware Learning for Generalized Few-Shot Object Detection [CVPR’23]
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Contact: {jiawei.m, yulei.niu}@columbia.edu 

GitHub: https://github.com/Phoenix-V/DiGeo 
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