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TL;DR

Pose-based tasks, e.g., action recognition, early action prediction and pose estimation, are hot research topics and have

been well explored in the deep learning community. However, the existing methods for the aforementioned tasks still often

require task-specific architectures, for instance, hourglass networks for pose estimation and specialized GCN for action

recognition and early action prediction. All these task-specific models can be inconvenient and inefficient.

Therefore, in this work, we propose the UPS, Unified Pose Sequence Modeling, to unify heterogeneous output formats for

different pose-based tasks (action recognition, early action prediction and 3D pose estimation) by considering the text-

based action labels and coordinate-based human poses as a form of unified language sequences.

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.



Motivation

Monitoring Pedestrian Movements

Action Recognition

Anticipating danger in advance

Early Action Prediction

Perceiving Spatial Environments

3D Pose Estimation

Why do we need a unified pose sequence model?

These people are 
crossing the street.

The man is going 
to take out a gun.

Head locates at …
Hands locate at …
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UPS

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.

Network Components:

• Joint Tokenizer

• UPS Encoder with Dynamic Routing Mechanism

• UPS Decoder with Unified Vocabulary

Input for UPS: 

• Human poses in coordinates format

Output for UPS: 

• Unified language sequence



Dynamic Routing

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.

The dot products between task embedding 𝜏 and block

embeddings {𝐵𝑙,ℎ}ℎ=1
𝐻 are computed and send into the

Gumbel-Softmax to select the best-matched block in each

layer from {𝜃𝑙,ℎ}ℎ=1
𝐻 .

Note that 𝜏 and {𝐵𝑙,ℎ}ℎ=1
𝐻 are learnable parameters during

training and are optimized. Therefore, by iteratively updating,

our dynamic routing mechanism can select the most suitable

block conditioned on the input tasks.



Unified Vocabulary

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.

We use text descriptions to represent (1) action

category labels, (2) joint coordinate values and (3)

task-ending indicators. These text descriptions are

sent to the off-the-shelf RoBERTa to extract text

features as our target tokens.

Therefore, the heterogeneous output formats are

unified in the formation of language sequences.



Experiments

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.

Here, note that UPSseparate is optimized

separately on each task, and UPS represents

our full model which is optimized on all tasks.



Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.

Fin & Thanks!
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