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Pose-based tasks, e.g., action recognition, early action prediction and pose estimation, are hot research topics and have
been well explored in the deep learning community. However, the existing methods for the aforementioned tasks still often
require task-specific architectures, for instance, hourglass networks for pose estimation and specialized GCN for action
recognition and early action prediction. All these task-specific models can be inconvenient and inefficient.

Therefore, in this work, we propose the UPS, Unified Pose Sequence Modeling, to unify heterogeneous output formats for

different pose-based tasks (action recognition, early action prediction and 3D pose estimation) by considering the text-
based action labels and coordinate-based human poses as a form of unified language sequences.

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.



Why do we need a unified pose sequence model-»
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The man is going
to take out a gun.
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Head Locates at ...
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Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.
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Network Components: Input for UPS: Output for UPS:

« Joint Tokenizer * Human poses in coordinates format « Unified language sequence
« UPS Encoder with Dynamic Routing Mechanism
+ UPS Decoder with Unified Vocabulary

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.
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The dot products between task embedding 7 and block
embeddings {Bl,,l}’,;’=1 are computed and send into the
Gumbel-Softmax to select the best-matched block in each
layer from {6, n}7—1.

| Note that t and {B;,}/-; are learnable parameters during
- E training and are optimized. Therefore, by iteratively updating,

Block embeddings our dynamic routing mechanism can select the most suitable
block conditioned on the input tasks.

Task Embedding T

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.
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“Action Recognition Ends Here"
“Pose Estimation Ends Here”
“Action Prediction Ends Here”
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We use text descriptions to represent (1) action
category labels, (2) joint coordinate values and (3)
task-ending indicators. These text descriptions are
sent to the off-the-shelf RoBERTa to extract text
features as our target tokens.

Therefore, the heterogeneous output formats are
unified in the formation of language sequences.

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.
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Methods Dhr. Disc. Eat Greet Phone Photo Pose Pur. Sit SnbD. Smoke Wil WalkD. Walk WalkT. Avg
Pavllo et al. [] 452 46.7 433 156 48.1 55.1 446 443 57.3 65.8 47.1 440 49.0 328 339 16.8
Lin et al. [10] 425 448 42.6 442 48.5 57.1 426 414 56.5 64.5 474 43.0 48.1 33.0 35.1 46.6
Cai et al. [5] 44.6 474 45.6 48.8 S0.8 59.0 472 439 57.9 61.9 49.7 46.6 51.3 37.1 39.4 48.8
Xuetal. [41] 374 435 427 427 46.6 59.7 413 45.1 527 60.2 45.8 43.1 47.7 33.7 37.1 45.6
Wang et al. [71] 41.3 439 44.0 422 48.0 57.1 422 43.2 57.3 61.3 47.0 43.5 47.0 326 31.8 45.6
Liu et al. [16] 41.8 448 41.1 449 474 54.1 434 422 56.2 63.6 45.3 43.5 45.3 31.3 32.2 45.1
Zeng etal. [91] 46.6 47.1 439 41.6 45.8 49.6 46.5 40.0 534 61.1 46.1 42.6 43.1 31.5 32.6 44.8
Zheng et al. [96] 41.5 44.8 39.8 425 46.5 51.6 42.1 420 53.3 60.7 45.5 433 46.1 31.8 32.2 443
Chen et al. [7] 41.4 43.5 40.1 429 46.6 51.9 41.7 42.3 539 60.2 454 41.7 46.0 31.5 32.7 44.1
Shan et al. [65] 38.4 42.1 39.8 40.2 45.2 489 404 38.3 538 573 439 41.6 42.2 29.3 29.3 42.1
UPSeparate 394 442 38.0 4235 136 52.5 409 492 53.6 70.5 435 453 481 30.0 31.9 449
UPS 375 39.2 36.9 40.6 39.3 46.8 39.0 41.7 50.6 63.5 40.4 37.8 442 26.7 29.1 40.%
Observation Ratios on NTU60

Methods xsulleU)?\(’}i ew XSE:U : i[:ct Methods 20% 40% 60%

Jain et al. 7.07 18.98 44.55
ST-GCN [88] 8L5 883 707 732 Ke et al. [[ ]] 8.34 26.97 56.78
25-AGCN [67] 88.5 951 822 84.1 Weng et al. [75] 35 56 54.63 6708
i;léft(ggl\g [ ] ] gfl}; gg-g gg-g g;-g Aliakbarian er al. [63]  27.41 59.26 72.43

- . . . . Wang et al. 35.85 58.45 73.86 . .

DSTA-Net [65] 91.5 964  86.6 89.0 Pangget(z!. [[ ]] 3330 5694  74.50 Here, note that UPS.,, . IS optimized
CTR-GCN [11] 924 968 889 90.6 Tran et al. [77] 24.60 57.70 76.90 separately on each task, and UPS represents
PoseConv3D [21] ~ 94.1  97.1 869 903 Jeeral [[ ]] peu R R o our full model which is optimized on all tasks.
InfoGCN [13] 93.0 971 898 91.2 ' : : '

Foo et al. [23] 53.98 74.34 85.03
UPSseparate 89.6 931  &.1 878 UPSepurate 5011 6984 8259
UPS 92.6 97.0 89.3 91.1 UPS 53.25 75.06 85.35

Foo, L. G., Li, T., Rahmani, H., Ke, Q., & Liu, J. (2023). Unified pose sequence modeling. In Proceedings of the IEEE/CVF CVPR.
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