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Visual Reasoning

CLEVR

Are there an equal number of What color are her eyes?

What color is the food on the red
large things and metal spheres?

object left of the small girl that is

holding a hamburger, yellow or
brown?



Visual reasoning models
suffer on out-of-domain testing

2

What color is the food on the red object
left of the small girl that is holding a
hamburger, yellow or brown?

Training |ﬁ Testing

poor performance

Are there an equal number of
large things and metal spheres?

’_______~



Domain gaps contain multiple factors

How are they
different from each
other?

Are there an equal number of large
things and metal spheres?

® Multiple factors:
Image styles?
Question lengths?
Concepts?

What color is the food on the red object
left of the small girl that is holding a
hamburger, yellow or brown?




Super-CLEVR:

study each domain shift factor separately
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Super-CLEVR: a controllable dataset

* Separately study the 4 domain shift factors

The dirtbike that is the same * 5 models are studied

size as the brown motorbike is
what color?

* Analysis finding:
modular training + probabilistic execution == best model

What is the color of the small car?



In more detail...

e 4 domain shift factors

5 models we studied

. Visual - -
* Analysis Results  Super-CLEVR Complexity

easy middle hard

/ -redundancy “What color is the bus?”
.’l Question standard “What color is the large bus?”
\ Redundancy . .
\ +redundancy “What color is the large bus behind the cyan car?”
\ Concept - I - I
" “What color is the bus?” Distribution L L]]) A l.!!!!g 1N I!!e:—,r
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Study domain shift by decomposition

Factors contributes to domain shifts in visual reasoning:
* visual complexity
e question redundancy
* concept distribution
e concept compositionality



Decompose VQA domain shifts into 4 factors

easy middle hard

* visual complexity
how hard is the image

Easy
e question redundancy

e concept distribution
e concept compositionality



Decompose VQA domain shifts into 4 factors

- redugdancy “What color is the bus?”
 visual com P I exity standard “What color is the large bus?”

+ redundancy “What color is the large bus behind the cyan car?”

* question redundancy
the question may contain unnecessary information

\J = N e -

What os the little boy What is feeding the farge animal
the-table hold? i ?

e concept distribution
e concept compositionality



Decompose VQA domain shifts into 4 factors

* visual complexity
e question redundancy
* concept distribution

The distribution the concepts (objects names and attributes)

0.12 A

0.00 -

blue cyan yellow purple gray brown green red

Well-balanced Slightly unbalanced
e concept compositionality

n  purple cyan yellow

0.4

0.3 A

0.2

0.1

0.0 -
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gray red blue green brown purple cyan vyellow

Long-tail distributed




Decompose VQA domain shifts into 4 factors

* concept compositionality

Some concepts always co-occur with another:
* Bananas are usually yellow bananas
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* Boys are usually little boys ===
* Skies are usually blue skies E I =
= =

well-composed correlated



Domain A .
Visual —> ->
, Complexit
/" Super-CLEVR pIExItY .
easy middle hard
. - redugdancy “What color is the bus?”
Question standard “What color is the large bus?”
Redundancy

+ redundancy “What color is the large bus behind the cyan car?”
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5 models are studied

~* FILM image — 5
two-stream feature mergin el o—=50 e
non-modular< eing text — SZEN 4%5;&’
* mMDETR S\
- pretrained transformer model End-to-end
(‘
* NSCL image == module-1 — -+ — module-n | — answer
neural symbolic concept learner _I
o » module-2
modular < * NSVQA | —
neural symbolic VOA text 1 module-3
* Probabilistic NSVQA
- our method Neural modular method

What color is the car?

\ 4

image— select[car] guery[color] |—> answer




Probabilistic NSVQA (our model)

Recall NSVQA

(a) Input Image (b) Object Segments (c) Abstract Scene Representation
ID Size Shape  Material Color X y z
1 Small Cube Metal Purple -0.45 -1.10 0.35
Mask
- R-CNN Large Cube Metal Green 3.83 -0.04 0.70

—

2

3 Large Cube Metal Green -3.20 0.63 0.70
4  Small Cylinder Rubber Purple 0.75 1.31 0.35
5 Large Cube Metal Green 1.58 -1.60 0.70

L Neural Scene Parsing Petermmlstlc Execution
II. Neural Question Parsing II1. Symbolic Program Execution

A 4

(d) Question (e) Program 1. filter_shape 3. filter_shape
| LSTM | — 1. filter_shape(scene, cylinder) 2. relate 4. filter_size 5. count
How many cubes that LSTM 7 2 relate(bening I:) ssmil Sélabpe l;) LS — Answer: 3
are behind the cylinder =»| "« |[ LSTM |=> 3. filter_shape(scene, cube) —> i TS B ;
are large? . . 2 Large Cube 3 Large
—> 4. filter_size(scene, large) 3 Large e 5 L
[ LstM |=> 5. count(scene) 5 Large  Cube

Make it probabilistic!
Considering the uncertainty of scene parsing

Yi, Kexin, et al. "Neural-symbolic vqa: Disentangling reasoning from vision and language understanding." Neur/PS 2018.



In-domain Results

Random | 3313 [3s.62 m== CLEVR * Super-CLEVR is
vajority [ aaea | «1.90 = Super-CLEVR harder than CLEVR
s IS e
onN+LsTM | agg7 (|s0.28  P-NSVQA is the best

0 20 40 60 80 10

0
accuracy (%)



Out-of-domain testing: complete results

FiLM | mDETR | NSCL | NSVQA | Prob NSVQA
Visual Complexity

| easy mid  hard | easy mid  hard | easy mid  hard | easy mid hard | easy mid  hard
easy | 59.96 5395 50.66 | 93.36 8430 8297 | 9513 9231 9081 | 9519 94.19 9409 | 96.76 9598 96.37
mid | 5741 5328 50.18 | 83.34 8236 8127 | 845 89.10 8633 | 81.99 9280 9378  B6.25 9576 95.11
hard | 5595 53.11 5047 | 7971 7994 80.71 | 76.85 78.66 85.08 | 73.11 7971 92.65  79.81 8647 9536

Question Redundancy

| rd- rd rd+ | rd- rd rd+ | rd- rd rd+ | rd- rd rd+ | rd- rd rd+
rd- 5142 5254 5351 | 83.94 8037 6628 | 88.64 8882 9033 | 9295 9294 92.67 095.66 9572 9543
rd 5039 5328 54.78 | 82.77 8236 7036 | 88.45 89.10 9145 | 91.19 9278 92.14 9487 9572 9543
rd+ | 46.14 5230 7147 | 7848 8405 9042 | 8794 8834 91.16 | 91.38 9196 92.80 9488 9547 9572

Concept Distribution

| bal slt long | bal slt long | bal slt long | bal slt long | bal slt long
bal 5047 53.04 5435 | B0.71 7579 7454 | 85.08 8379 7510 | 92.65 90.82 8374 9536 9489 B9.88
long | 4943 5475 62.96 | 79.06 8029 90.66 | 8533 8942 91.10 | 92.73 9338 9253 | 9631 9632 9525
head | 48.60 58.06 61.60 | 80.75 79.60 87.46 | 8458 8839 90.19 | 93.87 9482 9248 9642 96.80 9592
tail 51.80 4870 5008 | 81.50 7088 6094 | 86.10 8027 60.55 | 90.26 8920 7532 94.08 9320 8268
oppo | 49.06 4893 4668 | 79.13 68.37 5698 | 8507 7786 55.14 | 91.22 RB865 T1.32 | 9576 94.09 79.74

Concept Compositionality

| co0 co-l o2 | co0 co-l co2 | co0 col co2 | coD co-l co2 | col co-l co2
co-0 | 5328 5700 56.1 | 8336 77.03 8243 | 89.1 8252 8377 | 92.80 90.11 91.59 9576 94.02 09512
co-1 | 5241 60.57 56.67 | 7946 8245 8393 | 7889 87.18 842 | 7874 RB89.99 90.67  R7.12 9453 94.78
co-2 | 5296 5737 6053 | 80.03 7741 87.24 | 7840 8155 88.84 | 7785 8928 92.23  R87.19 9349 95.61




Summary OOD testing results

Relative Degrade

* the percentage of accuracy decrease when the model is tested with domain
that differs with training

Acciiqg — AcCppa

ACCiid

Visual Redund. Dist. Comp.

FiLM 4.03 2133 2846  9.04
mDETR 9.81 19.05 3634  9.45
NSCL 15.57 092 37.44  15.40
NSVQA 17.48 1.72 2092  11.44
Prob NSVQA  12.88 084 1372  7.00

Table. Relative Degrade of models. Smaller is better.



Finding-1: modular models are very robust on redundancy

Visual |Redund.| Dist. Comp.
FiLM 4.03 21.33| 28.46 9.04
mDETR 9.81 19.05| 36.34 9.45
NSCL 15.57 0.92] 37.44 15.40
NSVQA 17.48 1.72] 20.92 11.44
Prob NSVQA  12.88 0.84) 13.72 7.00

* Modular training is important
* Question component shouldn’t compensate for visual understanding



Finding-2: P-NSVQA is the best on 3 out of 4 factors

Visual Redund. Dist. Comp.

FiLM 4.03 21.33 28.46 9.04
mDETR 9.81 19.05 36.34 9.45
NSCL 15.57 092 37.44 15.40
NSVQA 17.48 1.72  20.92 11.44
Prob NSVQA  12.88 0.84 13.72 7.00

* Modularity + Probabilistic execution -> best model



Finding-3: non-modular methods win on visual complexity

Visual | Redund. Dist. Comp.
FiLM 4.03 21.33 28.46 9.04
mDETR 9.81 19.05 36.34 9.45
NSCL 15.57 092 37.44 15.40
NSVQA 17.48 1.72 20.92 11.44
Prob NSVQA | 12.88 0.84 13.72 7.00

* mMDETR has a more powerful pretrained visual component

* Visual scene parser (MaskRCNN) in modular methods can be improved.



Will the findings generalize to real data?

We verify findings on question redundancy on the real GQA dataset

S sy When the redundant operations
> ~~mDETR are progressively removed, the
S % NSCL performance drops of modular
£ NSVQA methods are smaller than non-
13% P-NSVQA modular methods.
-15%
0% 14% 32% 70% 91% 100%

Percentage of redundancy removed



Take-home messages

/ Complexity
SuPer CLEVR easy middle hard
- redundancy  “What color is the bus?”
./ Question standard “What color is the large bus?”
. Redundancy . . . "
\ +redundancy “What color is the large bus behind the cyan car?
e Super-CLEVR dataset
Concept - I -
", “What color is the bus?” Distribution LU , ll.ll!!.! , l.!esTT
\ balanced unbalanced Long-tail
Concept -
. . . . . Compositionality
° ,
Analysis findings: Domain B N wellcomposed  correlated

1. Modular models are very robust on question redundancy.
2. P-NSVQA is the best on 3 out of 4 factors.
3. Non-modular methods win on visual complexity.

Modularity and probabilistic execution are important;
we need better visual modules.



Welcome to our session!

WED-PM-249 (Highlight)
Jun 21, 2023



