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Problem Statement - Zeroshot Learning
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Ablation over components of Model



Each view provides complimentary information



How to prompt the LLM?



Conclusion

● LLM can benefit a ZSL model by providing text supervision for both seen and 
unseen classes

● I2MVFormer uses multiple complementary class descriptions from the LLM to 
learn class embeddings

● I2MVFormer achieves SOTA performance across multiple ZSL benchmark 
datasets


