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The proposed VL-SAT

• Utilizing multi-modal inputs during 
training, but only uses 3D point clouds in 
inference.

Our Proposed Training Scheme : VL-SAT

(a) Traditional Training & Inference Scheme 
(b) Our VL-SAT Training & Inference Scheme

• Constructing an Oracle Model that takes 2D 
input, Language input and 3D input as inputs.

• Optimizing the 3D model by Gradient Back-
Propagation.
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Overview

• Task: 3D Scene Graph Prediction on 3DSSG Dataset.
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• Task: 3D Scene Graph Prediction on 3DSSG Dataset.
• Challenge : 

• Limited semantics in point clouds compared to 2D images.
• Long-tailed relation distribution.
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• Task: 3D Scene Graph Prediction on 3DSSG Dataset.
• Challenge : 

• Limited semantics in point clouds compared to 2D images.
• Long-tailed relation distribution.

• Our Method : A model-agnostic training scheme, utilizing Visual semantics 
along with Linguistic knowledge 
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Details of proposed training scheme

n 3D object & predicate loss
Training Objective

n Mimic loss n Oracle object & predicate loss n Triplet regularization loss
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Experimental Results
• Dataset: 3DSSG
• Evaluation metrics: A(Accuracy), mA(mean Accuracy)
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• Non-VL-SAT: The baseline 3D Model
• VL-SAT(ours): The 3D Model training with VL-SAT
• VL-SAT(oracle): The Oracle Model training with VL-SAT



• Dataset: 3DSSG
• Evaluation metrics: R(Recall), mR(mean Recall)

9

SGCls & PredCls are two tasks defined in 2D Scene Graph 
Generation Task, which means whether we think about the 
object class during training / evaluating

Experimental Results



Long Tail Evaluation

• Datasets: 3DSSG
• Evaluation metrics: A(Accuracy), mA(mean Accuracy)
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Our scheme improve the model ability on tail predicates and unseen triplets greatly.



Experimental Results
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Red edge: miss-classified edges from SGFN   Green edge: edges corrected by our method



Experimental Results
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Qualitative results on the ScanNet



Ablation study & Discussion

CI means CLIP-initialized object classifier
NC means node-level collaboration
EC means edge-level collaboration
TR means triplet-level CLIP-based regularization

NC means node-level collaboration. 
EC means edgelevel collaboration. 
CT means concatenation. 
CA means cross-attention in our method.

Different Cross-modal Collaboration Strategies

Ablation Study

Generalization Ability

Performance gains brought by our VL-SAT scheme with two reference 3DSSG 
prediction models.

All components are important to performance

Cross-Attention works best in collaboration

VL-SAT is applicable to other base 3D models
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Ablation study & Discussion

Comparison with Knowledge Distillation Scheme

• VL-SAT beats KD (Knowledge Distillation) on 
both Teacher and Student models.
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Conclusion

• Visual-Linguistic Semantics Assisted Training greatly boosts 3D scene graph 
prediction.
• State-of-the-art performance on 3DSSG Dataset, especially good performance on 

Tail predicates and Zero-shot triplets.
• Strong Generalization ability to various 3D models.
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