
Learning Correspondence Uncertainty

via Differentiable Nonlinear Least Squares

1

1

432

Dominik Muhle1,2     Lukas Koestler1,2   Krishna Jatavallabhula4        Daniel Cremers1,2,3

1Technical University of Munich     2MCML     3University of Oxford     4MIT

uncertainty estimates from images

images with correspondences camera pose
estimated pose
pose error

gradient

R̃12, t̃12

R12, t12

Rerr

ground truth
w/o uncertainty
with uncertainty



Input Images
Pose Estimation

supervised 
(2 images)

self-supervised 
(3 or more images)

estimate poses  
between images 

estimated poses 
ground truth poses

pose error
 Implicit  
 Differentiation

∂L
∂θ

updateFθ(I)

Encoder-Decoder 
Network Dense Uncertainty

KeypointsKeypoint Detector 

}Keypoints with Covariances

Learning Correspondence Uncertainty

via Differentiable Nonlinear Least Squares



Why use Uncertainty in Visual Odometry?
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Training on Real World Data

Architecture: The formulation of our framework allows us to train our network in a supervised 
and with more than 3 images in a self-supervised manner.



Synthetic Evaluation

σ2
s,i = t⊤( ̂(Rf′ i)Σi

̂(Rf′ i)⊤ + ̂fiRΣ′ iR⊤ ̂fi
⊤)t

residual variance image covariances



Evaluation on Real World Data

[33] Laurent Kneip and Simon Lynen. Direct optimization of frame-to-frame rotation. ICCV, 2013
[50] D. Nister. An efficient solution to the five-point relative pose problem. CVPR, 2003

Evaluation on the KITTI odometry dataset for SuperPoint + SuperGlue keypoints. As there are no uncertainty 
estimates for SuperPoint, we use SuperGlue confidence as a stand-in for the WEIGHTED NEC-LS

Results: Our estimated covariances lead to lower rotational and translational error for a supervised 
and self-supervised training. They outperform non-probabilistic and probabilistic pose estimates.



Evaluation on Real World Data

[33] Laurent Kneip and Simon Lynen. Direct optimization of frame-to-frame rotation. ICCV, 2013
[48] D Muhle, L Koestler, N Demmel, F Bernard, and D Cremers. The probabilistic normal epipolar constraint for frame-to-frame  
        rotation optimization under uncertain feature positions. CVPR, 2022
[50] D. Nister. An efficient solution to the five-point relative pose problem. CVPR, 2003

Evaluation on the KITTI odometry dataset for Kanade-Lucas-Tomasi tracking keypoints.

Results: Our estimated covariances lead to lower rotational and translational error for a supervised 
and self-supervised training. They outperform non-probabilistic and probabilistic pose estimates.
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https://dominikmuhle.github.io/dnls_covs/
10

uncertainty estimates from images

images with correspondences camera pose
estimated pose
pose error

gradient

R̃12, t̃12

R12, t12

Rerr

ground truth
w/o uncertainty
with uncertainty


