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Motivation

BEV-based methods
Ø IPM relies on the assumption of flat ground, 

which does not always hold true
Ø Useful height and context information above 

the road surface are lost after IPM

Non-BEV method
Ø Lacks structured representations of 3D lanes
Ø Performances lag behind BEV-based methods

Our Anchor3DLane
Ø Defines 3D lane anchors for structural 

representation of 3D lanes
Ø Retains context information by projecting 3D 

anchors and sampling anchor features from 
original FV features

Ø Easily extended to iterative regression and 
multi-frame settings

BEV-based methods

Non-BEV method

Anchor3DLane



Representations of 3D Lanes and 3D Anchors

A 3D lane / anchor is described by 3D points with 𝑁

uniformly sampled y-coordinates {𝑦!}, k ∈ [1, 𝑁].

Representation of 3D Lanes

Ø The 𝑖-th lane 𝑮" = 𝐩#! , 𝑘 ∈ 1, 𝑁

Ø The 𝑘-th point of 𝑮" : 𝐩"! = 𝑥"! , 𝑦! , 𝑧"! , 𝑣𝑖𝑠"!

Representation of 3D Anchors
Ø Starting from (𝑥$, 0, 0), pitch 𝜃, yaw 𝜙

Ø The 𝑗-th anchor 𝑨% = 𝒒#! , 𝑘 ∈ 1, 𝑁

Ø The 𝑗-th point of 𝑨% : 𝐪%! = 𝑥%! , 𝑦! , 𝑧%!



Anchor3DLane

Anchor Projection and Feature Sampling

Ø Projecting 𝒒! = 𝒙! , 𝒚! , 𝒛! to 𝒒′! = 𝒖! , 𝒗!

Ø Sampling anchor feature as 𝑭 &!,	)! !*+

,

3D Lane Prediction

Ø For each anchor, we have:
Ø Classification probabilities 𝒄% ∈ ℝ-

Ø Offsets ∆𝒙% ∈ ℝ, , ∆𝒛% ∈ ℝ, = ∆𝑥%! , ∆𝑧%! !*+

,

Ø Visibility 𝒗𝒊𝒔% = 𝑣𝑖𝑠%! !*+

,

Ø The 𝑗-th 3D proposal is generated as 𝑷𝒋 = (𝒄% , 𝒙% +
∆𝒙% , 𝒚, 𝒛% + ∆𝒛% , 𝒗𝒊𝒔%)

Ø The generated 3D proposals can also be used as curve 
anchors for iterative regression



Loss functions of Anchor3DLane

Ø Positive samples are selected by distance metric between ground truth and anchors: 

Ø Overall loss function:



Temporal Context Modeling

Ø Anchor3DLane can be further extended to multi-frame 3D lane detection to incorporate temporal context for
larger perception range

Ø 3D point (𝑥/ , 𝑦/ , 𝑧/) for the 𝑡-th frame’s can be transformed into the 𝑡0-th frame’s ground coordinate system
by relative transformation matrix to gather anchor features from previous frame 𝑻1 / →1 /" :

Ø Cross-frame attention is then adopted to fuse sampled anchor features from the 𝑡-th frame and 𝑡′-th frame.



Equal-Width Constraint

Ø The geometry property of 3D lanes, i.e., lanes in 3D space are nearly parallel with each other can be formulated as
an equal-width constraint to adjust the x-coordinates of lane predictions.

Ø Given x%! !*+

,
and x%0! !*+

,
as x-coordinates of two lanes and NΔ𝐱! as adjustment to x!, the objective function is 

formulated as:

Ø The first term restricts the width to be consistent and the second term serves as a regularization



Ablation Study

Table 1: Comparison with BEV feature sampling

Table 2: Iterative regression

Table 3: Temporal integration method

Table 4: Equal-Width Constraint (EWC)



Quantitative Results
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Qualitative Results
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Thanks for Listening!

Code is available at: https://github.com/tusen-ai/Anchor3DLane
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