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Hello, everyone, this is Jin Chen, a Ph.D student from Beijing institute of technology. I am very glad to share our recent work with you. Meta-causal Learning for Single Domain Generalization
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» Existing methods focus on expanding the distribution of the source domain to cover the
target domains, but without estimating the domain shift between the source and target

domains.
» Learn to analyze the cause of the domain shift across different domains

» Learn to reduce the domain shift according to it causes
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Existing single domain generalization methods focus on expanding the distribution of the source domain to cover the target domains, but without estimating
the domain shift between the source and target domains. We propose to Learn to analyze the cause of the domain shift across different domains and then learn to reduce the domain shift according to it causes.
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» Simulate-analyze-reduce paradigm
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In this paper, we propose a new learning paradigm, namely simulate-analyze-reduce, which first simulates the domain shift by building an auxiliary domain as the target domain, then learns to analyze the causes of domain shift, and finally learns to reduce the domain shift for model adaptation.
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(1) data transformatlon module: generate auxiliary domains as target domalns
(2) counterfactual inference module: discover the causes of the domain shift
(3) factor-aware domain alignment module: reduce the domain shift

(4) base module: feature extraction and classification.
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Under this paradigm, we propose a meta-causal learning method that has four components: a data transformation module to generate auxiliary ɔːɡˈzɪliəri domains as target domains, a counterfactual inference module to discover the causes of the domain shift, a factor-aware domain alignment module to reduce the domain shift, and a base module for feature extraction and classification.
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» Variant factor set: V = {vy, vy, - Vi }
» For the k-th variant factor v, , the corresponding data transformation function is

denoted as Gvk(x; Hvk), 0, represents the degree parameter to control the

Vk

magnitude of transformation.

> Given source sample x7, we randomly sample N} variant factors from V to generate

auxiliary sample x;*:
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To make the simulated domain shift as realistic as possible, we define variant factor set to represent extrinsic attributes of data, such as the variations of brightness, viewpoint, and color. For each variant factor, we construct a data transformation function. Given source sample, we randomly sample multiple variant factors to generate auxiliary sample.
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(2) Counterfactual inference module
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» Causes of the domain shiftV - X — Y , infer the causal effectof V onY

yi = P(Y|X) = C(F(z))

oo = PYIX.do(V = u) = g 30 O(P(Gu(ati0.)))

e, = P(Y|X) = P(Y|X,do(V = vi)) = yi =y,
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From the causal graph, we can see that ideally the cross-domain classification is only determined by the semantic concepts. However, in reality, the semantic concepts are unobserved from the input samples, so the classification should be implemented by learning the edge X → Y. Through edges V → X → Y, the category node Y is also affected by the variant factor node. As the variant factors are domain-specific, their causal effects on the category lead to the domain shift. Hence, we infer the causal effects of the variant factors on the category prediction to discover the causes of the domain shift.
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After analyzing the causes of domain shift, we propose a factor-aware domain alignment to reduce the domain shift by learning multiple feature mappings, with guidance of the inferred causal effects of variant factors. We build an effect-to-weight network
that converts the causal effect of each variant factor into the weight of the corresponding feature mapping. The alignment of the source and auxiliary domains is implemented by minimizing the feature distance between the source and auxiliary
samples in the source feature space as shown in the first term. The second term encourages the auxiliary samples to belong to the same categories as the source samples.
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Table 1. Single domain generalization results (%) on Digits with Table 2. Single domain generalization results (%) on CIFAR10-C
ConvNet as backbone. The model is trained on MNIST, and eval- with WRN as backbone. Each level is viewed as a target domain,
vated on SVHN, SYN, MNIST-M, and USPS. a higher level denotes the more serious corruption and the domain
discrepancy between the source and target domains is larger.
Method SVHN SYN MNIST-M USPS | Avg
ERM [ 1] 2783 3965 52.72 76.94 | 4929 Method levell level2 leveld leveld leveld | Avg
CCSA [21] 75.80 37.3] 49 29 8372 | 49.05 ERM [14] 87.80 81.50 75.50 68.20 56.10 | 73.82
d-SNE [26] 2622 37.83 5098  93.16 | 52.05 GUD [41] 88.30  83.50  77.60  70.60  58.30 | 75.66
JiGen [ 2] 33.80 43.79 37.80 7715 | 53.14 M-ADA [25] | 90.50 86.80 82.50 76.40 65.60 | 80.36
GUD [ 1] 355] 4530 60 41 7726 | 54.62 PDEN [19] 00.62 88.91 87.03 8371 7747 | 85.55
ME-ADA [37] 1256 50.39 63.27 81.04 | 5932 RA [5] 91.74 88.89 85.82 81.03 7493 | 84.48
PDEN [ 9] 6221 6939 8220 8526 | 74.77 Ours 92.38 91.22 89.88 87.73 84.52 | 89.15
L2D [34] 62.86 6_3'72 8_7'30 83'97 7_4'46 Table 3. Single domain generalization results (%) on PACS with
AA T 45.23 64'5_2 60.53 80.62 62_‘72 ResNet-18 as backbone. One domain (name in column) is used
RA 1] 2477 5,9’60 74.05 77.33 66'44 as the source domain and the other three domains are used as the
RSDA [30] 4740  62.00 81.50 83.10 | 68.50 ) .
, target domains.
RSDA+ASR [5] | 52.80  64.50 80.80 82.40 | 70.10
Ours 6994 7847 78.34 88.54 | 78.82 Method Artpaint  Cartoon Sketch Photo | Avg
ERM [14] 70.90 76.50 53.10 42.20 | 60.70
RSC[12] 73.40 75.90 56.20 41.60 | 61.80
RSC+ASR [¢] 76.70 79.30 61.60 54.60 | 68.10
Ours 77.13 80.14 62.55 59.60 | 69.86
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We conduct experiments on the Digits、CIFAR10-C、PACS datasets. 
Compared with some advanced methods, our method has better performance.
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Figure 4. Examples of the inferred causal effects (represented as weights) of variant factors. The left part shows a source image from the
CIFAR10 dataset and three target images from the CIFAR10-C dataset with Gaussian noise corruption. As the corruption severity increases
from level 1 to level 5, the inferred weights of the NoiseGaussian variant factor become larger accordingly.
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Table 5. Ablation study (%) on PACS with ResNet-18 as back-
bone. One domain (name in column) is used as the source do-
main and the other three domains are used as target domains. “T",
“A”, “C” denote Domain Transformation, Domain Alignment, and
Counterfactual Inference, respectively.

Method | T A C | Artpaint Cartoon Sketch Photo | Avg
Base 71.26 67.64 43.97 3699 | 54.97

DT v 75.28 7846 5945  56.09 | 67.32
DTA v /7 71.64 7278 5711 52.02 | 63.39
Ours v v V| 7113 80.14  62.55 59.60 | 69.86
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we visualize the inferred causal effects of variant factors for the unseen target images on the CIFAR10-C dataset during testing. It is interesting to observe that the inferred weights of the NoiseGaussian variant factor are larger than that of the other variant factors, indicating that the counterfactual inference succeeds in discovering the real cause of the domain shift.
We conduct ablation experiments on the PACS dataset. The results show the effectiveness of each component of our method.
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» We have presented a new paradigm, simulate-analyze-reduce, which empowers the model

with the ability to analyze the domain shift, instead of directly expanding the distribution of

the source domain to cover unseen target domains.

» We have presented a meta-causal learning method that can learn meta-knowledge about
Inferring the causes of domain shift during training, and apply such meta-knowledge to

reduce the domain shift for boosting adaptation during testing.
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Ok, in summary.
We have presented a new paradigm, simulate-analyze-reduce, which empowers the model with the ability to analyze the domain shift, instead of directly expanding the distribution of the source domain to cover unseen target domains.
We have presented a meta-causal learning method that can learn meta-knowledge about inferring the causes of domain shift during training, and apply such meta-knowledge to reduce the domain shift for boosting adaptation during testing.
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Thank you
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That’s all.  Thanks you.
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