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Motivation VPR AN

Q. Why needs to generate diverse embedding features?
A: In VIReID and LL-VIRelD task, the person samples are usually limited, while the modality gaps are too large. Thus,
we generate diverse embedding features to effectively mine diverse cross-modality clues.
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Figure 1: Motivation of the proposed DEEN, which aims to generate diverse embeddings to make the
network focus on learning with the informative feature representations to reduce the modality gaps between
the VIS and IR images.
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Figure 2: The pipeline of the proposed DEEN, which includes a DEE module and a MFA block.
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Figure 3: Illustration of the proposed CPM loss for DEE.
L(Cy,Cn, €y ) = [P(e),c51) —D(cd,e51) — D(ed, ¢5) + o]+ Property 3: The intra-class distance should be
less than the inter-class one.
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LLCM (Low-Light Cross-Modality) Dataset CVPR«
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Figure 4: The VIS and NIR images with different
conditions under night.
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Figure 5: Comparison of person images on the SYSU-MMO01,
RegDB , and LLCM datasets.

Datasets IDs Images  VIS/IR cam. low-light
RegDB [19] 412 8,240 1.21 X
SYSU-MMOI [36] | 491 38,271 472 X
LLCM 1,064 46,767 9/9 v

Table 1. Comparison between the LLCM and other two popular

VIReID datasets.
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SYSU-MMO1 RegDB

Methods All Search Indoor Search VIS to IR IR to VIS

R-1 R-10 R-20 mAP | R-1 R-10 R-20 mAP | R-1 R-10 R-20 mAP | R-1 R-10 R-20 mAP
BDTR [46] 170 554 72.0 19.7 - - - - 33,6 58.6 67.4 32.8 329 5835 68.4 32.0
D2RL [37] 289 70.6 82.4 29.2 - - - - 434  66.1 76.3 44.1 - - - -
Hi-CMD [4] 349 77.6 - 359 - - - - 70.9 86.4 - 66.0 - - - -
JSTIA-RelD [2Y] 38.1 80.7 89.9 36.9 43.8 836.2 94.2 529 | 48.1 - - 489 | 48.5 - - 49.3
AlignGAN [2¥] 42.4 85.0 93.7 40.7 45.9 87.6 94 .4 54.3 57.9 - - 53.6 | 563 - - 534
X-Modality [14] | 49.9 89.8 96.0 50.7 - - - - 62.2 83.1 91.7 60.2 - - - -
DDAG [+4] 548 904 95.8 53.0 | 61.0 94.1 98.4 68.0 | 69.3 86.2 91.5 63.5 68.1 85.2 90.3 61.8
LbA [20] 55.4 - - 54.1 58.5 - - 66.3 74.2 - - 67.6 | 67.5 - - 72.4
NES [2] 569 913 96.5 85.5 62.8  96.5 99.1 69.8 80.5 91.6 95.1 T2.1 78.0  90.5 93.6 69.8
CM-NAS [0] 60.8 92.1 96.8 58.9 68.0 948 97.9 52.4 82.8 95.1 97.7 793 81.7 94.1 96.9 77.6
MCLNet [ 10] 654 933 97.1 620 | 726 97.0 99.2 76.6 803 927 96.0 eI 759  90.9 94.6 69.5
FMCNet [48] 66.3 - - 62.5 68.2 - - 74.1 89.1 - - 84.4 88.4 - - 83.9
SMCL [34] 674 929 96.8 61.8 68.8 96.6 98.8 75.6 83.9 - - 79.8 83.1 - - 78.6
DART [41] 68.7 964 99.0 66.3 725 97.8 99.5 78.2 83.6 - - 15.7 82.0 - - 73.8
CAJ [43] 699 957 98.5 66.9 %3 979 99.5 80.4 850 955 o 79.1 848 953 Q7.5 71.8
MPANet [ 7] 70.6  96.2 98.8 68.2 76.7 98.2 99.6 81.0 82.8 - - 80.7 83.7 - - 80.9
MMN [49] 70.6  96.2 99.0 66.9 76.2 972 99.3 796 | 91.6 97.7 98.9 84.1 87.5 96.0 98.1 80.5
DCLNet [ 23] 70.8 - - 65.3 73.5 - - 76.8 81.2 - - 74.3 78.0 - - 70.6
MAUM [15] T1.7 - - 68.8 77.0 - - 81.9 87.9 - - 85.1 87.0 - - 84.3
DEEN (ours) 747  97.6 99.2 71.8 80.3 99.0 99.8 83.3 | 91.1 97.8 98.9 85.1 89.5 96.8 98.4 83.4

Table 2. Comparisons between the proposed DEEN and some state-of-the-art methods on the SYSU-MMO1 and RegDB datasets.
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LLCM
Model IR to VIS VIS to IR
R-1 R-10 R-20 mAP | R-1 R-10 R-20 mAP Settings LLCM SYSU-MMOD1
DDAG [44] 403 714 796 484 |48.0 792 86.1 523 DEE  Lepm F iy MFA R-1 mAP R-1 mAP
DDAG* [44] | 41.0 734 819 496 |485 81.0 87.8 53.0 45.4 53.6 60.7 gt

AGW [45] 436 746 824 518|515 815 879 553 50.5 59.0 64.7 62.0

v
LbA [20] 438 78.2 86.6 53.1 |508 843 91.1 556 " ] 531 61.1 69.2 66.2
LbA*[20] |446 782 868 538|508 846 91.1 559
AGW*[45] | 464 778 852 548 | 560 849 906 59.1 :; / 5 ;3 22'; 23‘3 gz‘i
CAJ [43] 488 795 853 566|565 853 909 59.8 - - . :
DART[41] |522 807 870 598 | 604 871 919 63.2 v 512 596 | 647 620
MMN [49] | 525 81.6 884 589 |599 885 936 62.7 v v v v | 549 629 | 747 718

DEEN (ours) | 549 849 909 629 | 625 903 94.7 658

Table 4. The influence of each component on the performance of
Table 3. Performance obtained by the competing methods on our the proposed DEEN.

LLCM dataset. The symbol of “*” represents the methods that we

reproduced with the random erasing technique.
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Figure 5: (a-e) show the intra-class and inter-class distances of cross-modality features. The intra-class and inter-class
distances are indicated in blue and green colors, respectively. (f-j) show the distribution of feature embeddings in the 2D
feature space, where circles and triangles in different colors denote visible and infrared modalities. A total of 20 persons are

selected from the test set. The samples with the same color are from the same person. The “dot” and “cross” markers
denote the images from the VIS and IR modalities, respectively.
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Figure 6: Some Rank-8 retrieval results obtained by the
baseline and the proposed DEEN on our LLCM dataset.
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» We propose a novel diverse embedding expansion network (DEEN), which can
generate diverse embeddings to learn the informative feature representations for
reducing the modality discrepancy between the VIS and IR images.

» We provide a challenging low-light cross-modality (LLCM) dataset, which has more
new and important features and can further facilitate the research of VIRelID towards
practical applications.

» Extensive experiments on the SYSU-MMO1, RegDB and LLCM datasets show the
superiority of the proposed DEEN over several other state-of-the-art methods.







