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Overview 

⚫ Most blind image deblurring methods ignore the prior information about motion blur, 

and accurate estimation of spatially varying blur kernels is challenging.



⚫ We propose to represent the non-uniform motion blur kernels in a latent space by normalizing 

flow. Our latent space approach allows CNNs to predict spatially varying latent codes rather 

than kernels.

Overview 



⚫ We introduce uncertainty learning to the latent code estimation process to improve performance 

and robustness. 

⚫ We tackle the problem of lacking motion kernel ground truth in a self-supervised manner.

Overview 



⚫ Blind single image deblurring can be mathematically formulated as

Introduction

⚫ Existing deep learning-based methods have been proposed for blind image deblurring, 

but they have limitations

➢ The characteristics of blur in real scenarios are complex, accurate estimation of 

non-uniform blur kernel is challenging.

➢ End-to-end methods ignore the information of motion prior.



➢ The flow-based motion prior model.

➢ The simulated motion blur kernels.

⚫ Represent the complex motion blur kernel into a simple Gaussian distribution by a 

normalizing flow.

Proposed Method



⚫ Self-supervised Kernel Estimation in Latent Space

➢ To overcome the problem of lacking ground truth of blur kernel, we propose to estimate the blur 

kernel in a self-supervised manner

➢ The architecture of flow-based uncertain kernel estimation network with uncertainty learning

DCNN
Normalizing

Flow

2( ,  )Z 0 IK −~ Ν ZK

K
2( ,  )n 0K ~ Ν 

K( ,  )Z 0 IK ~ Ν

𝒚

...

...

Proposed Method



⚫ Uncertain Flow-based Prior Network (UFPNet)

Proposed Method



⚫ Training process

Proposed Method

I. Pretrain the normalizing flow model to represent the motion blur kernel into a Gaussian distribution

II. The self-supervise loss is use to pretrain the kernel estimation network

III. The PSNR loss is used to train the deblurring network, meanwhile, we use the reblur loss which 

can be expressed as



⚫ The comparison results on the benchmark datasets

(1) The models are trained on the GoPro dataset

(2) The models are trained on the  RealBlur dataset

Experimental Results



⚫ Visual comparison to other methods

Experimental Results



⚫ Visual comparison to other methods

Experimental Results



⚫ Ablation Studies

Experimental Results



Conclusions

⚫ In this paper, we propose to represent the motion blur kernels in a latent space by a 

normalizing flow and designing CNNs to predict spatially varying latent codes 

instead of motion kernels.

⚫ To further improve the accuracy and robustness of kernel estimation, we introduce 

uncertainty learning into the process of estimating latent codes.

⚫ To address the issue of the lack of ground truth about the non-uniform motion kernel 

in real-world images, we tackle the training set generation in a self-supervised manner.

⚫ Extensive experimental results on benchmark datasets show that the proposed method 

significantly outperforms existing state-of-the-art methods and demonstrated excellent 

generalization performance from GoPro to other real-world blur datasets.
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