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Semi-DETR Overview

• Semi-DETR is the first semi-supervised object detection method tailored for 
detection transformers.

• Semi-DETR can be used with various DETR-based detectors, e.g. Deformable DETR, 
DINO, etc.

• Semi-DETR achieves SOTA on both COCO and PASCAL VOC dataset.
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Semi-Supervised Object Detection(SSOD)

• Background
• Problem definition
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labeled data unlabeled data

Semi-supervised Learning

Settings: 
1. labeled data is limited: Taking 10% coco as

labeled data, and the rest as unlabeled data;
2. labeled data is abundant: Taking full coco (118k

images) as labeled data, and unlabeled2017
(123k images) as unlabeled data;



Semi-Supervised Object Detection(SSOD)

• Background
• Current Works
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Soft-Teacher(Two-Stage Detector),Dense-Teacher(One-Stage Detector) …

Problem: Anchor generation, Label assignment by various rules, NMS …

[Xu 2021] End-to-End Semi-Supervised Object Detection with Soft Teacher ICCV2021
[Zhou 2022] Dense Teacher: Dense Pseudo-Labels for Semi-supervised Object Detection ECCV2022
[Nicolas 2020] End-to-End Object Detection with Transformers ECCV2020

End-to-End Object Detection with Transformers(DETR)
✓ NMS Free
✓ Anchor Free
✓ Set-to-Set Prediction

Mean-Teacher Framework



Semi-DETR: SSOD with Detection Transformers

• Motivation
• Bipartite matching make NMS-free but cause training inefficiency.

• Set-to-Set Prediction cause consistency regularization infeasible.
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one-to-one assigner treats the better
proposal as background while one-to-
many assigner not.
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attention mechanism in the decoder
makes the updated proposal features
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Semi-DETR: SSOD with Detection Transformers

• Method
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Semi-DETR: SSOD with Detection Transformers

• Stage-wise Hybrid Matching(SHM)
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Stage-1

Stage-2

where，s is the classification score of the proposal
predicted by student, u is the IoU between the
predicted box and the pseudo box.

Our total loss function
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Pseudo  box

proposal2
proposal1

proposal4proposal3



Semi-DETR: SSOD with Detection Transformers

• Cross-view query consistency(CQC)
• How to find the correspondence for proposal features?

• Bipartite matching? × Time consuming when query num N is large(e.g. 300)

• Semantic prior? √ Enforce the decoder to learning the semantic invariance
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Probs: The sparse cross-view queries 
results in limited improvement!

Cost-based Pseudo Label Mining(CPM)



Semi-DETR: SSOD with Detection Transformers

• Main Results
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Semi-DETR: SSOD with Detection Transformers

• Ablation Study
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Semi-DETR can achieve better performance 
and retain the NMS-Free

The pseudo labels are the boxes covering the 
semantic areas, but not the one localized precisely.

The effect of different pseudo boxes used in cross-
view query consistency.



Semi-DETR: SSOD with Detection Transformers
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First column: supervised baseline; Second column: ours

• Visualization



Conclusion

• We present Semi-DETR, the first semi-supervised object detection method tailor 
designed for detection transformers.

• Semi-DETR analyze and solve the main obstacles which hinder the performance 
improvement for the SSOD with detection transformers.

• Semi-DETR can be applied with various detection transformers, for example 
Deformable DETR, DINO, etc. and achieves the new state-of-the-art performance 
on both COCO and PASCAL VOC dataset.
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