
Text-Visual Prompting 
for 
Efficient 2D Temporal 
Video Grounding
(WED-PM-233)

Yimeng Zhang1,2,    Xin Chen2,    Jinghan Jia1,   Sijia Liu1,     Ke Ding2

1 OPTML Lab, Michigan State University
2 Applied ML, Intel



Intel 
Confidential

Applied ML 2

1. [ Summary ] 
Text-Visual Prompting (TVP)

for Efficient 2D Temporal Video Grounding (TVG)
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2.     Temporal Video Grounding (TVG) Method Comparison
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3.     Text Prompts and Visual Prompts 

➢ Text prompts are directly 
applied in the feature space.

➢ A set of frame-aware visual prompts are applied 
to pixel space of video frames in order.

➢ During training, only the set of visual prompts and text prompts are updated through backpropagation.
➢ During finetuning, prompts are frozen, and the parameters of the TVG model and encoders are updated. 
➢ During testing, the set of optimized visual prompts and the optimized text prompts are applied to all test-time video-query pairs. 
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4.     Text-Visual Prompt for 2D TVG

Video frame preprocessing
1) Uniformly sample frames from input video.

2) Apply an set of frame-aware visual prompts to the sampled frames in order.
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4.     Text-Visual Prompt for 2D TVG

Feature extraction
1) The language encoder extracts textual features.

trainable word 
embedding layer
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4.     Text-Visual Prompt for 2D TVG

Feature extraction
1) The language encoder extracts textual features. 

2) 2D CNN extracts features from sampled video frames with visual prompts.

ResNet-50
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4.     Text-Visual Prompt for 2D TVG

Multimodal feature processing
1) Visual features would be temporally fused and spatially downsampled by mean pooling and max pooling, respectively.

temporally
fused

Spatially 
downsampled
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4.     Text-Visual Prompt for 2D TVG

Multimodal feature processing
1) Visual features would be temporally fused and spatially downsampled by mean pooling and max pooling, respectively.

2) The 2D visual features would be concatenated with textual features and text prompts.

Concatenated
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4.     Text-Visual Prompt for 2D TVG

Crossmodal fusion
1) The multimodal features would be processed by a 12-layer transformer encoder, 

2) MLP would predict the starting/ending time points of the target moment.
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a) Cross-modal pretraining on large-scale image-text datasets.                 
(COCO Captions and Visual Genome Captions)
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a) Cross-modal pretraining on large-scale image-text datasets.                 
(COCO Captions and Visual Genome Captions)

b) Base model training on the target dataset.             

c) Prompt training.                                                    ←    Base model parameter are frozen !

d) Base model finetuning.                                        ←    Text-Visual Prompts are frozen !

6.    Training Pipeline
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7.    Dataset
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8.    Evaluation Metric

Acc(R@1, IoU=m)
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8.    Evaluation Metric

The percentage of predicted moments 
achieving IoU higher than m 
with the groundtruth moment.

Acc(R@1, IoU=m)
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8.    Experimental Results
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Thanks for watching! !

More Details on 
Project Website


