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. Image-text Matching

v" Image-text matching, a bridge connecting image and language, is an important task, which
generally learns a holistic cross-modal embedding to achieve a high-quality semantic alignment
between the two modalities.

v" The critical challenge is accurately and efficiently learning cross-modal embeddings and their
similarities for images and texts, to achieve a high-quality semantic alignment.
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. Image-text Matching

v" In general, existing image-text matching methods can be classified into two paradigms.

v" The first embedding-based matching separately encodes the whole images and texts into a
holistic embedding space, then globally measures the semantic similarity of the two modalities.

v" The second score-based matching applies the cross-modal interaction between visual and textual
local features, then learns a cumulative similarity score.
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. Motivation

v Recently, embedding-based methods have served as the mainstream solution owing to both
accuracy and efficiency in image-text matching, which contains two steps:

(1) Capturing the intra-modal relation between visual fragments (e.g., regional features) or textual fragments (e.g.,
word features) independently, then enhancing the semantic representation of local features.

(2) Aggregating relation-enhanced local features of two modalities into the holistic embedding space.
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. Motivation

v' Existing embedding-based methods only focus on the fragment-level relation modeling and
local features interaction within one sample, e.g., the region features inside one image (or the
word features inside one text.

v" In this way, the instance-level relation modeling and global embeddings interaction among
different samples and modalities, e.g., holistic embeddings of multiple images and texts, are
entirely overlooked.
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. Motivation

v Consequently, existing embedding-based methods bring two problem.

(1) They fail to learn subtle semantic discrepancies among different samples, then can not distinguish hard
negative samples with semantic ambiguities because of the heterogeneity of visual and textual semantics.

(2) They are unable to transfer shared knowledge from diverse sample, then can not effectively learn on these
infrequent samples with semantic scarcities.
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. Contribution

v" In doing so, we propose a Hierarchical RElation Modeling framework (HREM) that, for the
first time to our knowledge, explicitly captures both fragment-level and instance-level relations
to learn holistic embeddings jointly.

v" HREM learns not only contextual semantics among intra-modal fragments to enhance local
features, but also the associated semantics among inter-modal instances to distinguish hard
negative samples and improve learning on infrequent samples.
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. Contribution

v" We propose a novel stage-three to exactly capture the semantic relation of cross-modal samples.

v" HREM only needs to capture the instance-level relation for training, then encode multi-modal
embeddings independently at the inference stage, to achieve high accuracy and efficiency for
image-text matching.

v’ Extensive experiments on Flickr30K and MS-COCO show our proposed method outperforms the
state-of-the-art methods.
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. Framework

()

2)

We first propose a novel cross-embedding association graph, which explicitly identifies the connection relation
and learns the relevance relation between batch samples with fragment-level semantic matching.

Then, we propose two relation interaction mechanisms, which explore inter-modal and intra-modal relations
synchronously or asynchronously with our improved attention modules to obtain enhanced embeddings
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. Fragment-level Relation Modeling

v" Given the region and word features from the visual and textual encoder, we capture
contextual information between these local features and enhance them by constructing a
semantic relation graph.
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. Instance-level Relation Modeling

v" Given multiple image-text pairs and their embeddings, we first build a cross-embedding association
graph to capture their connection relation and relevance relation, respectively.

v Then we design two relation interaction mechanisms to capture the semantic relations between
multiple images and texts, where embeddings are updated by the information interaction process.
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. Instance-level Relation Modeling

v" The instance-level relation modeling is only designed for the training stage, our framework can
encode the cross-modal embeddings without sample interaction at the inference stage.
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. Experiments

v’ Extensive experiments on Flickr30K and MS-COCO show our proposed method outperforms the
state-of-the-art methods.

Flickr30K 1K MS-COCO 1K

Method IMG > TEXT TEXT s IMG S IMG — TEXT TEXT - IMG S
R@l R@5 R@10 R@l R@5 Relo "™ | R@l R@5 R@I0 R@l R@5 Re@lo "M

Region + BiGRU

VSRN3g10 [20] 713 906 960 547 818 882 4826 | 762 948 982 628 897 951 5168

CVSEag20 [7] 735 921 958 529 804 878 4824 | 748 951 983 599 894 952 5127

GPOuga1 [1] 765 942 977 564 834 899 4981 | 785 960 987 617 903 956 5208

MVano [24] 790 949 977 591 846 906 S058 | 787 957 987 627 904 957 5219

HREM (Fusion) | 795 943 974 593 851 912 5068 | 80.0 960 987 627 90.1 954 5228

HREM (Full)* 81.4 965 985 609 856 913 5143 | 812 965 989 637 907 960 527.1

Region + BERT
CAMERA;, [25] | 78.0 951 979 603 859 917 5089 | 775 963 988 634 909 958 5227
DSRANG,5, [15] 778 951 976 592 860 919 5076 | 783 957 984 645 908 958 5235
GPOg3pz:1 [1] 81.7 954 97.6 614 859 91,5 5135 79.7 964 989 648 914 963 5275
VSRN+40020 [21] | 79.2 946 975 606 856 914 5089 | 779 960 985 641 91.0 961 5236
HREM (Fusion) 833 960 981 635 871 924 5204 | 81.1 966 989 661 91.6 965 5307
HREM (Full)* 840 961 986 644 880 931 5242 | 829 969 990 67.1 920 966 534.6




. Experiments

v’ Extensive experiments on Flickr30K and MS-COCO show our proposed method outperforms the
state-of-the-art methods.

MS-COCO 5K
Type | Method IMG — TEXT TEXT — IMG
R@l R@5 R@I0|R@l R@5 R@l0| ™™
Region + BiGRU
IMRAM5 [7] 537 832 910 | 397 69.1 798 | 4165
S | UARDA},, [50] 562 838 913 | 406 695 809 | 4223
NAAF} g, [11 580 852 920 | 425 709 814 | 4309
GPO2p21 [] 566 83.6 914 | 393 699 B8I.I | 4219
CGMNyqg; [7] 534 813 896 | 412 719 824 | 4198
£ | MVagz [24] 567 841 914 | 403 706 81.6 | 424.6
HREM (Standalone) | 584 855 924 | 398 705 81.0 | 427.6
HREM (Fusion) 589 853 921 | 400 706 812 | 428.1
HREM (Full)* 60.6 864 925 | 413 719 824 | 435.1
Region + BERT
SSAMTa021 [11] 57.7 842 90.8 | 408 705 805 | 4245
S | DIME3,,, [14] 503 854 919 | 431 730 831 | 4358
DCPAgg20 [40] 535 824 902 | 404 L0 820 | 4195
DSRAN;y; [49] 553 835 909 | 417 727 828 | 4269
GPOsqqa; [] 583 853 923 | 424 727 832 | 4343
£ | VSRN#ta [21] 547 829 909 | 420 722 827 | 4254
HREM (Standalone) | 61.8 87.0 932 | 440 737 834 | 443.1
HREM (Fusion) 623 87.6 934 | 439 736 833 | 444.1
HREM (Full)* 640 885 937 | 454 751 843 | 4509




. Ablation Study

v" The ablation study show our hierarchical relation modeling methods are meaningful.

(a) The ablation study of hierarchical relation modeling on Flickr30K

Fragment-level Instance-level IMG — TEXT TEXT — IMG
Visual Textual | Intra-modal Inter-modal | R@1 R@5 R@1 TR@5
v v 815 949 62.3 86.2
v v v §1.8 95.1 62.4 86.2
v v v 83.1 959 63.2 87.0
v v 80.1 94.8 60.9 85.3
v v v 80.5 94.7 61.2 852
v v v 82.2 95.5 62.6 86.4
v v v v 83.3 96.0 63.5 87.1

(b) The ablation study of instance-level relation modeling on Flickr30K

IMG — TEXT TEXT — IMG
R@l R@5 R@l TR@5
w/o connection matrix A 81.4 95.1 61.5 86.3

w/o relevance matrix S 81.7 95.3 61.9 86.5
w/o consistency Leross 81.6 95.6 61.8 86.7
w/o regularization £, ., 82.8 95.8 62.9 86.9
w/o neighbor batch sampling | 82.8 95.9 63.1 87.0
HREM 83.3 96.0 63.5 87.1

Methods




. Performance vs Run-time

v Although our method belongs to the embedding-based image-text matching methods,
achieves both high accuracy and efficiency on cross-modal retrieval.
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